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~easurenaent of
the Strong Coupling Constant as

from Jet Rates using the K..L Jet Algorithm
at ZEUS

The strong coupling constant as has been determined using the exclusive (2+ 1)-jet rate,
R2+1, in deep inelastic scattering data measured with the ZEUS detector at HERA. The
f{.l. jet finding algorithm has been used to identify the jets. The analysis was performed
on the 1995 and 1996 data samples in the kinematic range of 44 Gey2 < Q2 < 3600 Gey2
in six bins of Q2. The result obtained from the 1995 data in the full phase space of this
analysis reads: as(M;) = 0.1251 ± 0.0012 (stat) ~~:~~~(syst), well in agreement with the
current world average value. The data strongly favor the running of as as compared to the
assumption of a constant as. Results are presented also for the determination of as from
the exclusive (2+ 1)-jet cross section, (]"(2+1),and the differential jet rate, D2.
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Chapter 1

"What is the matter made of?" is simultaneously a very simple and fundamental question
which generations of scientists have worked on. The general idea is to understand the
matter from its building blocks and the interactions between them. With a tremendous
experimental and theoretical effort since the beginning of the century the Standard Model of
elementary particles has been developed from underlying symmetries and basic principles.
It has been extremely successful in the description of the behavior of nature so far. No
significant contradiction has been found up to today.

In the Standard Model the matter is described as consisting of the fermions leptons and
quarks. The interactions between them are mediated by gauge fields via gauge bosons. In
this framework the electromagnetic interaction is described by a quantized and renormalized
gauge field theory, the quantum electrodynamics (QED). It was unified with the weak in-
teraction in the electroweak theory. For the strong interaction, the quantum chromodynamics
(QCD) has been developed in analogy.

But the Standard Model leaves open questions. It makes no prediction on the strength
of the interactions or the mass of the constituents. They have to be measured. The question
where the mass of the constituents arises from is predicted to be solved by the Higgs-
mechanism which is still lacking experimental verification. Furthermore the Standard Model
makes no prediction regarding very fundamental questions. Some of these are: Why are
there only exactly three families of leptons and quarks in nature as it was experimentally
concluded from results from the LEP collider at CERN? Are leptons and quarks really the
fundamental particles or do they reveal a substructure? Is there a morc general symmetry
between fermions and bosons, known as supersymmetry?

Deep inelastic lepton-nucleon scattering (DIS) experiments have played a crucial role in
the understanding of hadronic matter. Early fixed target scattering experiments at SLAC,
followed by a series of other fixed target experiments, established the constituent structure of
the proton. Together with the observation of the Bjorken scaling, this was first explained by
the Quark-Parton model. The later observation of the scaling violations contributed to the
development of the field theory of the strong interaction, the quantum chromodynamics. The
first direct experimental confirmation of the QCD was found at the e+e- collider PETRA
at DESY in 1979: the discovery of the gluon which mediates the strong interaction between
the quarks. The strength of the coupling between the gluons and quarks is described by the
stmng coupling constant a. which is, together with the quark masses, the only free parameter
of QeD. A measurement of a" therefore, is a crucial test of the theory.

The first measurement of the strong coupling constant a. was done in lepton scattering
on nucleon targets at rest. Up to today a series of measurements of the strong coupling
constant a. was performed using different methods and various experiments (cr. table 2.4).



Nevertheless as is still the fundamental parameter of the Standard Model with the least
accuracy (cf. table 2.3).

The ep-collider HERA, which staded operation in 1992, opened a new kinematic window
for lepton-IlUcleon scattering. With nominal beam energies of 27.5 GeV for the electrons and
820 GeV for the protons the maximum center of mass energy is ,;s = 300 GeV.

In fact, QCD predicts the strong coupling constant to be dependent on the scale of a
reaction. At HERA a natnral choice for this.scale is the squared 4-momentum transfer, Q2,
so that (~. has to be measured at different values of QZ, i.e. as a,(Q2). In pre-HERA physics
the measurements were performed mostly at a fixed momentum transfer. An overall view
concerning the scale dependence of a. always introduced the difficult treatment of different
systematic uncertainties of the various experiments involved. I-IERA now allows to measure
physical observables from Q2 ::::::0 GeV2 up to, theoretically, Q2 ~ 90,000 GeV2 in one
experiment. In this analysis a. is determined from the jet rate of the hadronic final state
in DlS in the range of 44 < Q2 < 3,600 GeV2 using the HERA data collected with the
ZEUS detector in the years 1995 and 1996 which corresponds to an integrated luminosity of
£95 = 6.3pb-1 and £% = 8.2pb-', respectively.

Chapter 2

The Strong Coupling Constant as

This thesis is organized as follows:
The second chapter gives a brief introduction to the main features of the Standard Model

and QCD. The predictions for the coupling constant a. made by QCD are discussed and it
is referred to the measurements made of a. within the last 25 years.

In the third chapter the experimental environment used for this analysis, the collideI'
HERA and the ZEUS detector, is described.

In chapter four the domain of deep inelastic scattering is described. The kinematic
variables and their reconstruction methods are defined and the description in terms of the
fundamental partonic processes as well as in terms of structure functions is introduced.

Chapter five shows the different possible approaches to measure Q. at HERA. Particular
emphasis is put on the methods using jets.

The sta.tus of the jet-cross section calculations in DIS is described in chapter six.
In chapter seven the concept of a jet is introduced by means of the picture of a full

scattering process and the properties of the relevant jet finding algorithms are discussed.
The Monte Carlo models needed to relate the measured quantities to the predictions are

introduced in chapter eight.
Chapter nine describes the analysis performed in this thesis. The structure of the analysis

and the event selection are explained and the raw data are presented.
The detailed way, along which a. is determined from the obtained data samples, is shown

in chapter ten. The results of the a.-determination are given for different approaches and
data sets.

In chapter eleven the systematic studies are presented as well as details of the jet finding
are investigated and the most suitable combination of Monte Carlo models for this analysis
is selected.

The results are discussed together with the systematic checks carried out in chapter
twelve.

A summary is finally given in chapter thirteen.

In the Standard Model the elementary particles are spin t fermions which appear as states
and their anti-states connected by the exchange of all multiplicative quantum numbers. The
states spli t up into two classes: six flavors of quarks and six flavoI's of leptons. The particles
are grouped into three generations with equal properties but increasing mass. The integer
spin boso71s mediate the interactions between the particles and couple only to those particles
which have the corresponding strong, electric or weak charge'. So, the quarks interact
strongly and the leptons do not. Only the electrically charged ones interact electromag-
netically and all particles interact weakly. See tables 2.1 and 2.2 for a summary of the
fermion and boson properties, respectively. Of the fermions, only the v, has not been
observed directly in experiments so far. In addition, the spin 0 JIiggs boson is predicted with
the role of solving the problem of mass generation.

fermions generation el. charge color charge conservation numbers
1 2 3

leptons v. v" v, 0
L.,L,,,L, = 1

e f.L T -1
quarks u c t +2/3 red, green ,blue B = +1/3

d s b -1/3

interaction gauge boson( s) boson mass (mc') dim-less coupling constant
(M = nucleon mass)

strong interaction 8 gluons (g) 0 a. = lL.. ~ 1
4j'

elmag. interaction photon (,) 0 Oem = 4:nc ~ 1~7

weak interaction W±,Zo 80.4, 91.3 GeV (Mc/,::!'Gp = 1.02 X 10-5

gravi tation graviton (G) 0 K,~2 = 0.53 X 10-38

Table 2.2: Propel-ties of bosons.

Only the weak interaction can cause reactions where the navor of a particle is changed.
The exchanged bosons (W±) in this case carry electric charge. Therefore, the process is



called a chll1ged C1L'Tent (CC) interaction. Non-flavor changing reactions are mediated by
the weak (ZO) as well as by the electromagnetic interaction (-y). These are electrical neutml
CU1'rent (NC) interactions. The electromagnetic interaction is described by a quantized and
renormalized gauge field theory, I,he quantum electrodynamics (QED). It turns out that
the electromagnetic and weak interaction can be described uniformly as the eleclroweak
interaet.ion. T'o achieve this uniform description the two neutral fields have to mix to give
the physical states of the observed exchange bosons. The mixture can be described by only
one weak mixing angle 0w, also called Weinberg angle.

To describe the strong interaction, a gauge field theory has been developed in analogy
to QED which is also quantized and renormalizable: the quantum chromodynamics (QCD).
Here the basic exchange between the color charges of the quarks is similar to the photon
exchange of charged particles. But a fundamental difference is that there are three strong
charges (and anti-charges), generally called red-green-blue (rgb and rgb).

Mathematically the transformation between the strong charge states is described by the
SU(3)c group. It gives eight linearly independent 3 x 3 hermitian matrices, the color octet
state, and one color singlel, i.e. neutral, state. The eight matrices represent the eight gluons
which mediate the strong interaction by exchanging the color charge. Since the gluons carry
a color charge themselves they can interact with each other in a triple gluon vertex, in
contrast to photons which cannot since they do not carry the electric charge2. A theory with
self-coupling bosons is called non-Abelian.

In fact, in nature bound states of quarks are found only as color singlets, i.e. only colorless
bound states are observed. This is accomplished by the two solely found configurations:
hadrons formed from three (anti- )quarks (qrqgqb) and mesons formed of quark-anti quark
pairs (qcije).

No color charge has been mea.5ured directly. It is an internal degree of freedom of the
quarks only established through its consequences to the behavior of the interaction. The
color degree of freedom also solves the problem of totally symmetric ground states of hadrons
made of three quarks where they can be distinguished only by color, causing the total wave
function to become a.5ymmetric again in agreement with Fermi statistics.

The self-coupling of the gluons has substantial consequences. The coupling of electric
charges becomes small at large distances, i.e. by using low-energy probes, and it increases
with smaller distances, i.e. at higher energies. This is caused by vacuum polarization around
the charges acting like in a dielectric medium, effectively reducing their visible charge with
growing distance. This effect is called screening. The additional self-coupling of gluons turns
this into an anti-screening for the strong interaction. By vacuum polarization, strong charges
are surrounded predominantly by equal charges and the coupling is mea.5ured to be stronger
at larger distances. In turn, at high momentum transfers, or small testing distances, the
strong coupling decreases and the behavior is almost like for free particles. This is referred
to as asymptotic freedom.

A second major consequence of the self-coupling by the gluons is the quark confinement.
Two separated quarks form a color field between each other. Due to anti-screening the field
energy increases with rising distance. And due to the self-coupling the field lines group into
a tube-like string with almost constant field density per unit length, rather than spreading
out as a Coulomb field does. With further increase of the distance the field energy grows
up to a point where it becomes energetically favorable to produce the mass of an additional
qij pair, providing the energy by cutting the long string into two shorter ones. This happens
at a distance of about 1fermi where a. becomes ~ 1. This is the reason why quarks are not

found as single, stable particles in nature. A single quark always would interact immediately
with the surrounding matter and polarize the vacuum until all quarks are bound in states
with low internal momentum and color field density.

To calculate an interaction in a gauge field theory one has to sum up all Feynman graphs
which contribute to this particular interaction. The Feynman rules give exact instructions
for the computations of the matrix element, the probability of the graphed process, once the
graph is known. Due to the vacuum polarization, an infinite number of graphs contribute to
each interaction. In quantum field theories therefore observables are expressed by the use of
perturbation theory, i.e. as power series of the coupling constant which can be cut off at a
particular order.

The vacuum polarization enters into the Feynman graphs as additional loops where the
exchanged bosons fluctuate into pairs of field quanta which reannihilate. In fact, this po-
larization opens a recursive infinite path since any field quantum may fluctuate in this way.
For a calculation, usually the maximum number of closed loops considered is given, referring
to as i-loop or 2-loop calculation. See figure 2.1 for the basic vacuum polarization processes
of the strong interaction in the I-loop approximation. The process on the left is similar to
the splitting of a photon into a pair of leptons. The process on the right has no equivalent
in the electromagnetic interaction and causes the substantial dilTerences in the l>ehavior of
the two interactions.

,001000100 0011000000 ,

Figure 2.1: Strong vacuum polarization i'l the i-loop appr'oximalion: a gluon split..s into a qij
pair (left) or into two gluons (right).

constant value reI. error (x 10 6)
fine structure constant aem(me,) 1/137.0359895(61 ) 0.045
Fermi constant GF/ GeV2 1.16639(1) . 10-5 9
Weinberg angle sin2 0w(MS) 0.23124(24) 1000
strong coupling constant a. (Mz) 0.119(2) 17000

From the above it is also clear that (anti-)screening causes the effective ooupling to
become dependent on the momentum transfer of the interaction, i.e. an energy scale of the
physical process. The coupling constants aem and a. become running coupling constants.
Their values normally are given at a fixed scale which is selected by convention. Table 2.3
quotes their actual world averages together with some fundamental constants in particle
physics. It can be seen that a. is much larger than Oem, making the strong cross sections
typically 102 times larger than the electromagnetic ones. But the magnitude of a. also causes
perturbative QCD calculations (pQCD) to be much more complicated than in QED. Higher



orders do rlOt vanish very fast but become important. Especially at low momentum transfer
where Us becomes large itself the pQCD calculations break down. This is one of the reasons
why the relative error of as is much poorer than for the other fundamental constants.

The dilTerent scale behavior of the coupling constants aem and Q. may result in a unifi-
catioo point at some very large energy scale where all forces act with the same strength. The
extrapolation up to this scale needs as input precise values obtained from the low energy
measurements. For example, predictions ill the framework of supersymrnetric theories, one
major approach towards a grand unified field theory, suffer from the ullcertainty of the value
of a. [ABF+92].

conventional nowadays). And from there the value can be deduced for any other scale Q2
within the perturbative regime.

The physical observable R( Q2 / fJ-~,a.) has to be calculated at a particular scale Q in
fixed-order perturbation theory by

Then the variation of R with Q can be predicted using the RGE. For that it is necessary
to solve eq. 2.3. Due to the asymptotic freedom of QCD, this can always be achieved for
sufficiently large Q and fJ-r by using perturbation theory.

In QCD the RGE has the perturbative expansion

2
As stated, the running of the effective coupling constant Q. = ~ (defined analogous to aem =
~) arises from the screening effects of the fields between interacting particles. In a quantum
field theory, the infinite number of recursive fluctuations leads to ultraviolet divergences.
This requires renonnalization of the theory to get rid of them and to obtain finite results
in the calculation of observables. In the renormalization procedure the modifications to the
couplings of the bosons are calculated. Therefore, a mass scale, fJ-r, has to be introduced
at which the subtractions are performed to remove the ultraviolet divergences. The bare
coupling constant turns into the renormalized one which is scale dependent and can be
observed in experiments. This redefinition concerns masses, couplings and wave functions3.

Since the value of the renorrnalization scale fJ-r is arbi trary, no physical observable may
depend on the choice made for it if the bare coupling is held fixed. Consider a dimensionless
physical observable, R, which depends only on a single energy scale fJ- much bigger than
any other dimensionful parameter in the process. Even if R scales with fJ-, in a renormalized
quantum field theory it becomes dependent on the ratio fJ-2 / fJ-~ and the renormalized coupling
constant Q •• The total fJ-r dependence of R is:

-boa; (1 + btQ. + O(Q;))

(UNc - 2Nj)

12rr
(17Nc - 5NcNj- 3CpNj)

24rr2bo

and Nc = 3 is the number of colors in QCD, Nj the number of active flavors, i.e. which mass
can be produced at the scale Q, and Cp = '~~l the Casimir factor.

Calculations are performed only to finite order: leading order (LO) calculations (I-loop)
consider only terms with bo, next-to-Ieading order (NLO) calculations (2-100p) take the terms
with b1 in addition. The coefficient b2 is known but has not been used in general since most
other quantities are not known to this order.

The {3function in QED corresponding to eq. 2.5 is

i.e. the b coefficients have opposite sign for physical Nj in QED and QCD. This is an effect
of the non-Abelian interactions in the QCD.

Although not necessary, the definition of the renormalized coupling, a•• in eq. 2.3 onen
is redefined by fixing one of the scales. Therefore, the dimensional parameter AQCD is
introduced and is defined as the integration constant of eq. 2.3 by setting

where the identification Q = fJ- has been made. This is usual in deep inelastic scattering
where the momentum transfer Q2 is the typical energy scale involved4• One sees that all of
the scale dependence of fl enters through the dependence of Q. on the renormalization scale
fJ-r, which is described through the renorrnalization g7'OUpequation (RGE) or (3 function,

Here A represents the scale at which Q. would diverge if extrapolated into the non-pertur-
bative domain. It gives, therefore, the order of magnitude where a.(Q2) becomes strong.

With this definition the LO solution of eq. 2.5 is

relating the values of a.(fJ-2) at two different scales fJ-. With that, QCD predicts the running of
a. but not the absolute value itself. As mentioned, this has to be obtained from experiment.
Thus, it can be fixed at any convenient scale within the perturbative domain (Q.(M~) is

3For comprehensive descriptions of this and the following topics see [HM84, Per87, S+95, ESW96j
'There are also proposals to use pi and k; as scales [MZ96a].



which allows Lhe numerical determination of OIs( Q2) to any desired accuracy. However, in
this analysis the approximate solution in terms of powers of In(Q2 / A2) is applied consistently
with the QCD predictions used

which demonstrates this, since the f3 function decreases like u; when the scale is increased.
Non-perturbative corrections which become important at lower scale do not share this
feature, of course. And, since 01. itself becomes large at low scale, the justification to use
perturbation theory gets weaker there, too. Therefore, the measurements of as at lower
scales is typically less reliable.

For the limit Q2 -t 00, 0I.(Q2) vanishes logarithmically. This is the limit of the asymptotic
freedom of QCD.

The value of II in eq. 2.10 differs from that in eq. 2.9 by a constant factor for the same
value of 0I.(Q2) (it is about 10% smaller for Nf = 5). Moreover, A is dependent on the
number of active flavors, Nf, directly and, to NLO, is also dependent on the renormalization
scheme chosen. Therefore, great care has to be taken to compare the right quantities when
II is used.

[n eq. 2.10 terms proportional to (In ~)2 are absorbed in the definition of A. This choice
of renormalizing the coupling constant is called the minimal modified subtraction scheme
(MS) and the corresponding A is referred to as A~~. The systematic error due to the choice
of the renormalization scheme is investigated in [IR94J.

The number of active flavors depends on the energy scale of a particular process. Simply
said, at an energy scale Q2 lower than the mass mj of a quark with the flavor f there is
not enough energy to produce this quark. Thus, it cannot be counted in the number of
active quarks. In the perturbative expansion (eq. 2.5) 01. depends on the coefficients bo and
&1 which in turn depend on Nf. But OIs is a solution of the RGE and has to be continuous.
Hence the values of IIMS have to change discretely if a quark mass boundary is crossed. This
shows the importance of quoting A together with Nf for NLO calculations (changes in A
only affect the higher orders). As a convention in the following A~s is abbreviated with A
unless stated differently.

In the literature different ways are described to calculate the AMS at the thresholds.
In this analysis the approach of [Mar84] is used, giving e.g. at the b quark threshold the
relations:

Due to its importance, u. has been determined using severa! observables in various reactions.
Most of the experiments have measured 01. at a fixed center of mass energy, identifying the
center of mass energy with the scale of the process f-L. This experimental constraint allows
access only to the value of a. at a fixed scale f-L2. In order to compare the experiments,
their results are evolved to a common scale, usually OI.(M~). In order to view the running of
0I.(f-L2) one has to consider carefully the intercalibration of the different experiments involving
different sources and sizes of systematic uncertainties.

Table 2.4 gives a compilation of the present status based on [Sti97] and [PDG98] and
references therein. Older standard reviews are [Bet95, Sch96, Bur97]. The values of OIs(M~)
are given in table 2.4 in groups of related methods to determine as, ordered within by
Q2. The same values, globally ordered by Q2, are shown in figure 2.2. The corresponding
measurements are described very briefly in the following. The numbers in parentheses refer
to the quoted values in table 2.4.

Sum rules: Deep inelastic scattering structure functions satisfy a number of sum rules
corresponding to the conservation of various nucleon quantum numbers. Here the O(us)

corrections within the predictions can be used to extract 01. at a fixed scale Q2. The Bjorken
Sum Rule (1) [BjSR]

l dx(gf(x) - 9~(X)) == J I~~1(1 - :. + ... ) + t-HT

01. ( m~, (A~s) 2) 01. (m~, (A~sn

and A4 ~ A3 (A
3
) fr [In (~)] ~~~;

me (A3)2

AS ~ A4 ( A4) ?3 [In ( ~ )] ;;~~~ (2.11)
mb (A4)2

A6 ~ AS (AS) ft [In (~) r~:f
mt (A5)2

uses the polarized structure functions 91(x) for protons and neutrons derived from the
difference in the cross section using parallel or antiparallel orientation between beam (e or f-L)
and target. With data from EMC/SMC and E142/143 from SLAC OIs has been determined
at the lowest reported scale (1.58 GeY). The Gross-Llewellyn Smith sum rule (2) [GLS]

In the selected Q2-range of this analysis, 44 < Q2 < 3600 Gey2, five flavors are active
throughout.

A peculiar feature of the RGE is the decrease of the relative error on an 01. determination
when the result is evolved from a lower towards a higher scale. From eq. 2.5 one can derive
with respect to the commonly used f-L; = M~

provides a similar method for neutrino-nucleon scattering and has been used with data from
CCFR. Despite the low scale, these methods are attractive since in both cases the theory is
known up to NNLO. The higher twist (HT) contributions are understood relatively well but
still dominate the systematic uncertainty.

ou.(MJ) OIs(M~) OOl.(Q2)
OI.(M~) ~ 0I,(Q2) 0I.(Q2)

Scaling violations: The classical way to measure u. in deep inelastic scattering is from
the strength of the scaling violations in the structure functions predicted by the DGLAP
equations (d. sec. 5.1.1). The value for the neutrino scattering (3) is that obtained
from the CCFR collaboration. This has been updated for the new energy calibration of the
detector. The result listed for the muon scattering (4) comes from the combined analysis
of BCDMS and SLAC data.
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1 DIS [BjSll] l.58 0.118~~:~~~ NNLO

2 DIS [GLS] l.72 O.260~~:~:~ 0.110~~:~ NNLO

3 DIS [v] 5.0 0.119 ± 0.005 NLO

4 DIS [/-l] 7.1 0.180 ± 0.014 0.113 ± 0.005 NLO

5 DIS [je~s] 22.1 0.148 ± 0.016 0.118 ± 0.009 NLO

6 T [llhad] 1.77 0.33 ± 0.03 0.118 ± 0.004 NNLO

7 QQ [lP,2S-1SJ 3.6 0.1962 ± 0.0057 0.1180 ± 0.0027 LGT(NR)

8 QQ [lP-1S] 5.0 0.116 ± 0.003 LGT(W)

9 QQ [decay] 10.0 0.163 ± 0.014 0.110 ± 0.007 NLO

10 e+e'- [O"had] 31.6 0.163 ± 0.022 0.133 ± 0.015 NNLO

11 e+e- [shapes] 10.5 0.164 ± 0.015 0.113 ± 0.006 NLO

12 e+e- [shapes] 35.0 0.140 ± 0.020 0.119 ± 0.014 NLO

13 e+e- [shapes] 58.0 0.130 ± 0.008 0.122 ±0.007 NLO

14 e+e- [shapes] 58.0 0.132 ± 0.008 0.123 ± 0.007 resum.

15 e+e- [fragm.] 22-91 0.124 ± 0.010 NLO

16 Zo [L\adJ 91.2 0.123 ± 0.005 0.123 ± 0.005 NNLO

17 ZO [shapes] 91.2 0.118 ± 0.005 0.118 ±0.005 NLO

18 ZO [shapes] 91.2 0.122 ± 0.006 0.122 ± 0.006 resum.

19 e+e- [shapes] 133 0.114 ± 0.007 0.121 ± 0.008 resum.

20 pp, pp -+ 1+ X 4.0 0.206 ~~:~~~ 0.112~~:~:~ NLO

21 pp ~ bbX 20.0 0.145 ~~:~:: 0.113 ± 0.011 NLO

22 pp -+ W+ jets 80.6 0.123 ± 0.025 0.121 ± 0.024 NNLO

world average 0.119 ± 0.002
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Figure 2.2: Summary of the a. measurements, from [Sti97] and [PDG98].
The results fmm table 2.4 are ordered in increasing Q2 and the lines correspond to tJ~equoted
world average and its error.

Jet rates (5): With HERA it has become possible to de~ermine a, from the jet production
rate at high scales in deep inelastic scattering. There have been measurements reported by
H1 [Nis94, H195] and ZEUS [ZEU95a, Tre96] using the JADE jet finding algorithm. Table
2.4 shows the averaged result for a,(M}) and the ZEUS result for a,(Q2). This method
has the great advantage of providing measurements of a. in a wide range of Q2 within one
experiment. Therefore, the running of a, can be demons~ra~ed here without the problem of
intercalibration between different experiments.Table 2.4: Summary of the a, meaSUl-ements, from [Sti97] arld [PDG98]. The explanations

in the text refer to the column 'no. '.
The abbrevi~tions are: (N)NLO = (next-)next-to-leading order; resum = resummed next-to-
leading 07'der; LGT(NR) = lattice calculation with an expansion around the non-relativistic
limit; LGT(W) = lattice calculation using the Wilson formalism.

T decay (6): The hadronic decay ratio of the T lepton, R" provides another measurement
of a,. The T lep~on can be measured well with vertex de~eetors, e.g. at LEP:

r(T -+ VT -+ hadrons)~ = f( -) = 3.058 (1 + <lpQCD + <lnpQCD)
T ~ vTvee

a. (a,)2 (a,)3
<lpQCD = -;- + 5.2 -;- + 26.4 -;-



The non-perturbative correction, 6npQCD, is small and the factor in front of the parentheses
is different froUi NJ = 3 due to corrections known from QED. The value quoted in table 2.4
is based on the ALEPH and CLEO measurements.

The world average of a.(Mi) = 0.119 ± 0.002 is taken from [PDG98] where a X2 fit is
performed and the error for the different degrees of correlation of the used results is rescaled.
The central value has increased by +0.003 from that given in the issue two years before.
This is mainly caused by the increase in the central value of the two lattice calculations (by
+0.003 and +0.004) and by the increase (+0.008) of the CCFR result of the scaling violation
due to the recalibration of the detector. Figure 2.2 shows the remarkable consistency of the
results, in particular of those with the smallest uncertainties.

In order to view the running of a.(112) one has to consider carefully the intercalibration
of the different experiments involving different sources and sizes of systematic uncertainties.
With its wide range of Q2, HERA provides the possibility to test the running of a. within
one experiment.

Lattice calculations: With lattice calculations the states of quarkonium, a qij state with
equal flavors, can be calculated with potentially high accuracy. E.g. the splitting between
the IS and the IP state of the Charmonium is almost independent of the c-mass but depends
on a •. A result for this [IP-lS] split is given in table 2.4 using the Wilson formulation
(7). A different approach, the expansion around the non-relativistic limit (8) calculated
for Bottonium is also given. The scales 0.(Q2) are derived from a conversion from the scale
defined by the lattice spacing and differ from the J(iJI-mass and i-mass.

Y(IS) decay (9): Experimentally the decay of the i(IS) giving a single hard photon is a
relatively clC<'l.nmeasurement of o. via

R" = f"99 = ~ Oem {I _ [2.6 _ 2.lln (m~)]0.(11
2
)}

f999 50.(112) 112 IT

where CLEO has published the quoted result.

e+e- annihilation: From e+e- annihilation many further measurements are available.
Here they are quoted in a more summarized from. Most of those in table 2.4 are derived
from LEP and SLC data.

One of the most precise and reliable measurements comes from the ZO hadronic width
which theoretically is calculated up to the complete third order (NNLO). Thus, the prediction
is very stable with respect to variations in the renormalization scale. In particular the ratio
of the hadronic fhad to the leptonic fee partial width (16) is used:

R _ 1'(Zo -t hads.) _ 3 Lq(V; + a~) [ o. 085 (0.)2 _ (0.)3 ]
Z - ( - 2 I + +. IS + ...fZ°-t/+/-) (v;+a/) IT IT IT

Using older data this has been done at intermediate scales, too (10).
By using the event shapes of the hadronic final state, like thrust, sphericity, aplanarity,

jet broadening, C-parameter and others, o. can be determined together with the size of the
non-perturbative power con'eclions or hadronization. The predictions are known up to NLO
and resummation techniques are used to minimize the contributions from higher orders (14).
The data corne from CLEO (11) (10.5 GeV), PEP (PETRA (12) (35 GeV), TRISTAN (13)
(58GeV), LEP (17) and SLC (18) (ZO) and L3 (19) (133GeV).

In e+ e- annihilation o. also has been derived from scaling violations of the frag-
mentation functions using data in the range 22 < Q < 91GeV from various experiments
(15). Here similar scaling violations are introduced by QCD corrections as for the proton
structure functions.

Hadron-hadron collisions: In hadron-hadron collisions (pp and pfi) o. has been determ-
ined from comparing direct photon (20) (by DA6), heavy quark (21) (UAI) and W
boson plus jet cross sections (22) (UAI and UA2) to next-ta-leading order predic-
tions. The precision achieved so far is smaller than in e+ e- and lepton-hadron processes
due to larger experimental and theoretical uncertainties associated with the incoming had-
rons. Measurements based on pure jet production can be compared only to leading order
predictions so far, which does not allow a reliable o. extraction.



HambUl'!fel' Synchrotmnstrah/ungslabol' HASYLAB at 40 experimental stations for funda-
mental and applied research in the fields of physics, biology, chemistry and crystallography,
in materials and geological sciences as well as in medical applications.

HERA parameters design '95 run
electrons protons positrons protons

nominal energy (GeV) 30 820 27.54 I 820.71
center of mass energy (GeV) 314 300.7
number of bunches 210 210 174+15 174+6
injection energy (GeV) 14 40 12 40
injection time (min) 15 20 45 60
energy loss per turn (MeV) 127 1.4·10 to 127 1.4·10 10

current (m A) 58 160 30 55
magnetic field (T) 0.165 4.65 0.165 4.65
instantaneous luminosity (cm -'s 1) 1.6.1031 4.3.1030

specific luminosity (cm -2S.lmA ") 3.6 . 1029 5.0 . 10'9
integrated luminosity per year (pb l/a) 35 12.5
horizontal beam size ax at IP (mm) 0.301 0.276 0.239 0.185
vertical beam size ay at IP (mm) 0.067 0.087 0.055 0.085
longitudinal beam size az at IP (mm) 0.8 11 0.8 11
bunch crossing time (ns) 96
circumference (m) 6336
experimental zones 4

Chapter 3

HERA and the ZEUS Experiment

HERA provides the electrons and protons by means of two independent systems of linear
accelerators and storage rings (cL figure 3.1) which bring the beams to collision at zero
crossing angle at the interaction points (IP) of the North (HI) and the South Hall (ZEUS).
The spacing of the particle bunches in HEBA is 96 ns. Synchronized with the bunch crossing,
the machine provides the HERA clock signal with a corresponding rate of 10.4 MHz.

The protons originate from negatively charged hydrogen atoms produced at LINAC III
and are accelerated to 50 MeV. They are fed into DESY III where the electrons are stripped
off by a thin metal foil. The left over protons are accelerated up to 7.5 GeVIc in 11 bunches
already having the HERA bunch spacing of 96 ns and then passed to the proton line of
PETRA II. There 70 bunches can be stored which are accelerated to 40 GeVIc and afterwards
transferred to HERA. This procedure is repeated three times until the 210 proton bunches
of HERA are filled. At design performance the total procedure needs about 20 minutes. The
final acceleration up to about 820 GeV is done in the superconductive cavities of the proton
storage ring of HERA, giving life times of the beam of more than 100 hours. The proton
beam energy is limited by the bending field (4.65 T) of the dipole magnets1.

Electrons or positrons are produced in the linear accelerator, LINAC H, and accelerated
to 450 MeV. They are accumulated in the positron intensity accumulator, PIA, in a single
bunch and fed to the DESY II ring which then accelerates them up to 8 GeV. Then they are
transferred to the electron beam line of PETRA II. 70 bunches are accumulated, accelerated

'Within the lumi upgrade project some feasibility studies have been made to investigate the possibility
of raising the proton energy up to 1TeY [HoI97]

The Hadron-Elektron-Ring-Anlage HERA (cL figure 3.1), the first electron-proton collideI'
machine worldwide, is located at the Deutsches Elektronen-Synchrotron DESY at Hamburg,
Germany. A summary of the most important parameters of the HERA accelerator is given
in table 3.1.

Since the middle of 1992, collisions of electrons or positrons with protons have been
provided for physics experiments at two interaction zones used by the multipurpose detectors
of the two international collaborations HI and ZEUS. There are two additional experimental
zones. The HERMES experiment uses the electron beam of HERA, polarized with spin
rotators, and a polarized gas target to measure the spin distributions of the quarks in the
proton and neutron (data taking since 1995 in the East Hall). The HERA-B experiment
uses the proton beam of HERA to study the CP violation in the BOBo system using a
wire target in the proton beam halo to produce the B mesons (commence operation in
1998 in West Hall). Synchrotron radiation from the HERA preaccelerators is used at the



up Lo 14GeY, and ftlled into HERA. Again, this procedure is repeated Lhree times to fill
the 210 eledron bunches. AL design performance Lhis procedure needs about 15 minutes.
After acceleration to its final energy, the electron (positron) beam has a life time of a few
hours. The e1ecl;ron beam energy is limited by the radio frequency power which is needed
to compensa.te the energy loss due Losynchrotron radiation in the bending sections with a
magnetic field of 0.165 T.

Lnpractice noL a.ll electron alld proton bunches are filled. Unpaired bunches, called pilot
bunches, are used Lo estimate beam related backgrounds, while empty bunches allow to
estimate the background from cosmic rays.

During Lhe '94 run period severe lifetime problems of the electron beam were observed.
The maximum eledron current was limited to 25 mA and the typical life time was only two
to three hours. The reason ror this problem was the capture of positively charged dust by
the eledron beam which originaLes from the ion getter pumps of the HERA vacuum sysLem.
In the middle or '94 the HERA operation therefore was changed to accelerate positrons
insLead or electrons, resulting in higher currents and significantly higher life times of about
eight hours [DES95]. In the years 1995 to 1997 the operation with positrons was continued.
Physics processes insensitive to the helicity of the interaction or those integraLing over the
azimuthal angles do not recognize this exchange. For these run periods, therefore, often
electron is used as a generic expression for the colliding lepton.

The integrated luminosity delivered by HERA in the years 1993 until 1997 is shown in
figure 3.3. It shows a continuous increase year by year.
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Figure 3.3: Integrated luminosity delivel'ed by HERA plotted as a function of time for the
years 1993 to 1997.
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The ZEUS Collaboration is formed by about 450 physicists and an equal number of techni-
cians, coming from 52 instiLutes of 12 nations.

The ZEUS detector is an asymmetric general purpose detector built to study lepton-
hadron scattering and the sLructure or the proton. Figures 3.4 and 3.5 show cuts through the
ZEUS detector along and perpendicular Lothe beam direction, respectively. The asymmetric
layout of the detector refleds the difference in the electron and proton beam energies causing
the center-of-mass system to move into proton direction relative to the laboratory system.
With the exception of the holes for the electron and proton beams the detector is hermetic.
The construction and installation of the detector was completed by fall 1991. Data taking
started in the middle of 1992. Since then several detector upgrades and modifications have
taken place as a consequence of physics requirements and the better technical understanding.

In the ZEUS laboratory system the direction of the incoming proton is defined as the
positive z-axis, also referred to as forwal'd di,'ection. All polar scattering angles 0 are
calculated with respect to this axis. The x-axis is pointing to the center of the HERA storage
ring and the y-axis is pointing upwards. These directions are called tmnsverse. Azimuthal
angles <p are measured with resped to the x-axis. With this choice the 4-vectors of the
incoming electron and proLon become k == (0,0, -27, 27) GeY and P == (0,0,820,820) Gey.2

In the following a brief outline of the major detector components is given. A more detailed
description of the components important for this analysis can be found in the remainder of
this chapter. A detailed and general description is given in [ZEU93bJ.
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Figure 3.2: Positron and proton curl'wt (mA) in HERA as a function of time (h) dU1'ingan
arbitrary 24 h luminosity operation.

The luminosity delivered by HERA on an arbitrary day in 1996 (similar to 1995 operation)
is shown in figure 3.2. One sees a dump of both beams at around 6:00 in the morning. A
first try to refill the machine starting at about 7:00 for the protons and at about 8:45 for the
electrons fails due to a proton beam loss while ramping the electrons at about 9:30. After
refilling the protons it needs three attempLs to fill and ramp the electrons successfully. A
new luminosity run with sta.ble beam conditions started around 17:00.



Overview of the ZEUS Delee/or
( longiludinal cui)

Overview of the ZEUS Detector
( cross sect ion)
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Figure 3.4: The ZEUS detector from the side along the beam axis (cut along the yz-plane
tlwough the interaction point).

Figure 3.5: The ZEUS detector perpendicular to the beam axis (cut along the xy-plane through
the interaction point).

(SRTD) was added to the RCAL to improve the spatial resolution in the measurement of the
scattering angle of electrons near the beam pipe. It is mounted in front of the RCAL where it
covers a radius of ~ 34 cm and consists of two layers of 1cm wide scintillating strips. It also
acts as a presampler, giving an energy correction to electrons which have showered in the
dead material before entering the SRTD and the RCAL. Since 1995, the Presampler detectors
(F /RPRES), consisting of a single layer of 20 x 20 cm2 scintillator tiles, have been used to do
such an energy correction for all electrons moving into FCAL and RCAL. A similar detector
in front of the BCAL modules (BPRES) commenced operation in 1998. At a longitudinal
depth of 3 Xo in the RCAL, the Hadron-Electron Separator (RHES), consisting of 3 x 3 cm2

silicon diodes, was installed prior to 1995. It is used for the discrimination of electromagnetic
and hadronic showers originating from low energy particles « 5 GeV). A counter part in
the FCAL (FHES) will become operational in 1998. Also starting up in 1995, a Beam Pipe
Calorimeter (BPC) was installed in the beam hole of the RCAL, attached to the beam pipe.
The two parts of the electromagnetic tungsten-scintillator sandwich calorimeter extend the
acceptance for electrons scattered with a small angle. Wi th the shift of the two central
RCAL modules and the SRTD towards the beam line the gap in the acceptance between
BPC and RCAL was closed in 1996. Finally, a Forward Plug Calorimeter (FPC), being a
lead-scintillator shashlik calorimeter, started operation in 1998, too. It narrows the hole of
the FCAL beam pipe from 20 x 20 cm2 to a radius of ~ 2.5 cm and extends the acceptance
of the calorimeter by one unit in pseudorapidity.

The VCAL is enclosed by streamer tubes (FMUI, BMUI, RMVI) on the inner side of
the iron yoke for muon identification. The yoke itself is instrumented with proportional

The inner central part of the ZEUS detector consists of particle tracking detectors.
Around th.e interaction point in the beam pipe a Vertex Detector (VXD) is mounted. The
main tracking device is the Central Tracking Detector (CTD), a cylindrical drift chamber
surrounded by a superconducting magnet providing an axial magnetic field of 1.43 T. In the
forward direction three sets of planar drift chambers (FTD) are installed alternated with
Transition Radiation Detectors (TRD). In the rear direction a single planar drift chamber
(IUD) is installed. This tracking system yields the direction and momentum of charged
particles or-iginating from the collision or secondary vertices. Thus, a precise measurement
of the event vertex is provided. By using the TRD and dE/dx measurements of the CTD
particle identification is also possible. After high voltage problems and radiation damage in
1994 the VXD was not operational in 1995 and was removed during the winter shutdown of
1995/96. A micro vertex detector (/-LVTX)is planned to be installed for the 2000 run period.

The tracking system is surrounded by a high resolution uranium calorimeter (VCAL)
which is subdivided into three parts: a forward (FCAL), a barrel (BCAL) and a rear
calorimeter (RCAL). It is the prime device to measure the energy of particles produced
by the collisions. Since installation, several subdetectors have been added to improve its
performance. In 1994, outside the VCAL but still inside the iron yoke at z = 5.1 m, the
Proton Remnant Tagger (PRT) was installed. It allows to obtain information about the had-
ronic final state in the forward direction at pseudorapidities3 of 4.3 < 1] < 5.8 and is used
to tag di1fractive events. For the 1994 run period, the Small angle Rear Tracking Detector



chambers. 'I'll-is Backing Calorimeter (BAC) is used to measure the leakage from the main
calorimeter and serves as return path for the solenoid magnetic field flux. Outside the yoke,
a second layer of streamer tubes (FMUON, BMUON, RMUON) is installed. To measure the
muon momentum in the forward direction drift chambers are mounted in a toroidal magnetic
field of 1.7'1' produced by two iron toroids.

Leaving the central detector in the electron direction, at z = -7.3 m an iron-scintillator
VETO wall is used to reject beam-related background. Two small lead-scintillator electro-
magnetic calorimeters (LUMI) at z = -35 m and z = -107 m are used to measure photons
from bremsstrahlung in the ep -+ en reaction for luminosity measurements, to tag electrons
from photoproduction events with Q2 ~ 0 and for the investigation of radiative events. At
z = -8 m and z = -44 m tungsten-scintillator electromagnetic calorimeters (TAGGER)
were added to extend the acceptance of the electron tagging.

Moving from the central detector into the forward direction, six stations of silicon strip
detectors, located at z = 26 ... 96 m , are mounted very close to the beam line: the Leading
Proton Spectrometer (LPS) measures very forward scattered protons at a transverse mo-
mentum of PI < 1 GeV/ c. Finally, at z = 105.6 m the Forward Neutron Calorimeter (FNC)
is set up, being a lead-scintillator sandwich calorimeter, designed to detect very forward
produced neutrons.

Some scintillation counters attached to the beam collimators (Cl, ... ,C5) are used to
monitor the background and the timing conditions. The C5 counter, located upstream
beyond the RCAL, is also used to reject background from beam-gas interactions.

Inner
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eledrostatic
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3.2.1 The Central '!'rackingDetector
The central tracking detector (CTD) [F+93] provides a high precision measurement of the
direction and momentum of charged particles and, in addition, particle identification via the
estimate of the mean energy loss dE/dx in the gas volume.

The active volume of the cylindrical driftchamber is defined by the inner radius of 18.2 cm,
the outer radius of 79.4 cm and the length of 205 cm. It is filled with a gas mixture of
argon, CO2 and ethane. Measured from the nominal interaction point, it covers the range
15° < e < 164° in polar angle and has full coverage in azimuthal angle r/>.The chamber
is designed as a multi-cell stereo chamber with 72 radial layers of wires organized into nine
superlayers (cf. figure 3.6) consisting of cells with eight sense and additional field wires. The
number of cells increases from the inner (32) to the outer superlayers (96). In total, the
CTD consists of 576 cells with 4608 sense and 19584 field wires. Odd numbered superlayers
are axial layers and have sense wires parallel to the beam axis whereas the superlayers
in between are stereo layers which have sense wires declined by ~ ± 5° with respect to
the beam axis to allow the determination of the z-position of the tracks. In addition, for
trigger purposes, the inner three axial superlayers are equipped with a z-by-timing system
(a. ~ 4 cm) which determines the z-position from the difference in the arrival time of a pulse
at the ends of the chamber. The resolution of the CTD in r - r/>is around 230/-lm resulting
in a transverse momentum resolution of ~ = 0.005· p EI7 0.0016 (p in GeV) for long tracks.

p

The interaction vertex is measured on an event-by-event basis with a typical resolution in
longitudinal (transverse) direction of 0.4 cm (0.1 cm).

Figure 3.6: CTD octant with sense and field wires. Also given is the stereo angle of each
superlayer.

The uranium calorimeter is one of the most essential detector components for the re-
construction of ep- scattering events at ZEUS, providing a high energy resolution for elec-
tromagnetic and hadronic showers, a mostly good position resolution and a hadron-electron
identification. It is the most important component for the presented analysis.

Basics on Calorimetry:
In high energy physics, calorimeters are used to measure the energy of particles. A particle

entering the calorimeter loses energy and initiates a particle shower. In a scintillator medium
charged particles produce light which is proportional to their path length in the case of a
minimal ionizing particle (MTP). If the particle cascade is fully contained in the calorimeter,
the total amount of light produced is a measure of the energy of the primary particle. In
a homogeneous calorimeter the same medium is used for absorption and scintillation. In a
sampling calorimeter only a fraction of the volume consists of an active medium embedded
in absorption material. The energy loss in the dense absorption medium is not visible. The
total energy is reconstructed from the sample fractions. A special type is the sandwich
calorimeter which consists of alternating layers of absorber and scintillating material.

The basic process of energy loss for a high energy electron is the emission due to Brems-
strahlung ')"s which in turn produce e+e- pairs. Both' processes take place in the field of
a nucleus for momentum conservation and are repeated in alternation. Thus, a particle
cascade is produced. It grows until the energy loss by ionization becomes larger than that
by Bremsstrahlung. The critical energy for this transition depends on the atomic number Z
of the absorber material (Ec ~ 580 MeV/Z). The longitudinal depth of an electromagne-
tic shower is measured in radiation lengths Xo: the path length where the energy of the

The ZEUS calorimeter is a high resolution uranium-scintillator compensating calorimeter
[D~91, A+91, B+93a, Str91, Krii92J.



primary pa.rticle has dropped by Bremsstrahlung to ~ in ilverage. Thus, for electrons with
E » Be one has:

• Hadrons may lead to fission of nuclei. Their fragments are stopped in the absorber
after a very short distance and do not reach the scintillator. Also, the binding energy of
the nucleus is lost. The highly excited fission fragments decay by emission of photons,
pions and, mostly, by neutrons.dE E

- dx = Xo

• Hadrons can cause spallation of nuclei. They induce the emission of secondary particles,
mostly neutrons and pions, via an intranuclear cascade. In addition, an internuclear
cascade may be induced since the secondary neutrons may induce spallation in other
nuclei.

The 11"0 mesons give an additional problem. Although being hadrons, they produce pre-
dominantly electromagnetic subshowers and the varying fraction of 11"0 mesons in a hadronic
shower induces an important spread.

In total, the visible fraction of energy of a hadron, h, is normally 10 ... 30 % less than
that for an electron with the same energy, e. Thus, the energy resolution in the hadronic
measurement is worse and the ratio of signals is T. > 1.

In special layouts, compensation can be
achieved for the missing hadronic energy in a
scintillation measurement, i.e. the calorime-
ter layout is optimized in a way that electro-
magnetic and hadronic showers of equal en-

b.ckblt.rn ergy yield, on average, equal response in the
c.,.. calorimeter. The key point is to use an or-

ganic scintillator since it has many hydrogen
nuclei, i.e. almost free protons, which can
act as recoil partners for the neutrons. The
charged recoil protons in turn produce vis-
ible signals. Thus, with a suitable adjustment
of the relative thickness of the absorber
and scintillator volumes compensation in the
light yield for hadronic and electromagne-

.-,-- tic showers can be achieved for a minimum
hadron energy of 5 GeV. By using U238 as
absorber material, the yield of neutrons in
a hadronic shower is higher than for other

DU.pl... absorbers, like lead or tungsten, due to the
fission of U238. And the neutrons produced
in fissions can move almost free, with an
absorption length of about 10em , through
the U238 absorber and reach the scintillator.
Thus, for a compensating U238 calorime-
ter the scintillator volume can be chosen
significantly smaller than for other absorber
materials. At the same time the visible signal

Figure 3.7: 3-dim view of a FCAL module. of an electromagnetic shower is smaller for
an absorber with high Z since low energetic

photons produce electrons by the photo eITectwhich are more likely to remain in the absorber.

In a simple view, a primary electron with energy Eo radiates within the flrst radiation length a
Bremsstrahlungs, typically with If. The, produces in the second radiation length an e+e-
Pair with §J. each while the primary electron radiates another, now with ,. Therefore,

4 ' Eafter two radiation lengths one can expect to have four particles with T each, or after nXo
radiation lengths N = 2n particles with almost equal numbers of electrons, positrons and
photons. The shower maximum will be reached at a depth tXo, where the particle energy
has dropped to the critical energy yielding the number of particles Nm •• ,:

In&
t=~·

ln2
N 1·1•• 2 Eo

mar = e = Ee

This coarse view on an electromagnetic shower neglects the spectrum of the Bremsstrahlung
,'s, the Compton and photo eITect and energy loss due to ionization. It also neglects the
statistical fluctuations, which is the reason why in practice predictions are done with Monte
Carlo calculations. But the qualitative picture is correct: the depth needed to absorb a
shower completely (tXo) grows logarithmically with the energy of the primary particle Eo.
And the integral over the path of all particles is proportional to Eo. It is approximately:

2 101m•• 2 Eo EoL = - N dt = --- ~ -
3 0 3 . In 2 Ec Ec

where the factor ~ comes from the fraction of the charged particles. Thus, a signal produced4
3

becomes proportional to the energy of the particle entering the calorimeter. To keep the
shower short one chooses absorber materials with high atomic numbers Z.

Hadron showers have different properties than electromagnetic showers since hadrons
predominantly interact by inelastic scattering with nuclei in the absorber material, i.e. by
strong interaction, producing secondary hadrons. This cascade of particles ends when the
particles ha.ve lost their kinematic energy or have been absorbed. Thus, for dense materials
with high Z, the nuclear absorption length A is much larger than the radiation length Xo.
Compared to an electromagnetic calorimeter designed for the same particle energy, a hadronic
one needs a much larger longitudinal depth and, due to diffusion processes, also a larger
transverse size to contain the hadronic shower. And, compared to an electromagnetic shower,
only about ~ of the particle energy becomes visible in a calorimeter at all. The rest is lost
in processes which do not produce a signal which can be measured:

• Neutral particles produce no signal in the scintillator. Only a fraction of their energy
becomes visible via secondary reactions. The neutral fraction in a hadronic shower is
larger than in an electromagnetic shower.

• 11" mesons are produced which mostly decay into muons and neutrinos. Both leave the
calorimeter without deposition of their (full) energy.

4E.g. light in the case of a scintillation calorimeter as the ZEUS UeAL, charge in the case of ionization
chambers as for the HI liquid argon calorimeter.



ZEUS UCAL peculiarities:
The UCAL is a sampling calorimeter, consisting of alternating layers of depleted uranium5

as absorber and plastic scintillator6 as active material. The thickness of the plates (3.3 mrn
uranium == 1 Xo and 2.6 mm scintillator) has been chosen to optimize the compensation of
the calorimeter (~ = 1.00 ± 0.02 for energies> 10 GeV). The energy resolution of the ZEUS
calorimeter for electromagnetic particles and hadrons was measured at a test beam to be

number of modules 23 32 23
number of towers/module 11-23 14 11-23
number of cells 2172

-
2592 1152

number of PMT channels 4344 5184 2308
0-coverage 2.20

••• 39.90 36.70
••• 129.10 128.10

••• 176.50

!7-coverage I] - - In (tan ~ ) 3.95 ... 1.01 1.10 ... -0.74 -0.72 ... - 3.49
EMC radiation length [Xo] 25.9 22.7 29.9
total absorption length [),] 7.14 4.92 3.99

where the energy E is measured in GeV [ZEU93bj.
The UCA L is a 471"detector with the exception of the 20 x 20 ern 2 holes to accommodate

the beam pipe. It covers> 99.5 % of the solid angle. The three separate sections of the
calorimeter are divided into vertical (FCAL, cf. figure 3.7, and RCAL) or radial (BCAL)
modules. These in turn are subdivided into towers with lateral dimensions of approximately
20 x 20cm2. The towers longitudinally are divided into three sections (only two in RCAL).
The front section facing to the interaction point is used as an electromagnetic calorimeter
(EMC) and is further subdivided into four cells of ~ 5 x 20 cm2 front area (two cells of
~ 10 x 20cm2 in RCAL). The rear two sections (only one in RCAL) are used as hadron
calorimeters (HAC1 and HAC2). They form a single cell each. Towers in the FCAL and
RCA L with their front face hidden by the overlapping BCAL have a single (hadronic) cell
in the front section (HACO) instead of the four or two EMC cells. The longitudinal depth
of the towers is chosen to ensure at least 95 % containment for 90 % of the particle showers
with maximum energy. The EMC (HACO) sections have a depth of ~ 25Xo (~ 1 ),). The
HAC sections have a depth of ~ 3), in FCAL and RCAL and ~ 2), in BCAL. The sampling
fractions for minimal ionizing particles (MIP) are ~ 6.2 % and ~ 5.9 % in the EMC and in
the HAC part, respectively. Further parameters are given in table 3.2.

Each cell is read out at two sides via wavelength shifters which are coupled to photo-
multiplier tubes (PMTs) for redundancy. By summing the signal from both PMTs of a cell,
the energy measurement is independent of the impact point of the particle within the cell.
The comparison of both signals allows the determination of the relative impact point of a
particle between the two sides where the cell is read out. The nonlinearity of the PMTs is
at most 2 % up to an anode charge of 2000 pC/pulse (== ~ 400 GeV in F'CAL).

The calorimeter also provides timing informa.tion with a resolution better than 1ns for
energy deposits> 4.5 GeV. The global time from a calorimeter section (I" /B/RCAL) is
obtained from an energy weighted average of the times of all PMTs with energy deposits
> 200 MeV.

response to this signal. Thus, aging effects of the scintillators, wavelength shifters and PMTs
are compensated. Between these high voltage trims, changes in response are tracked with
frequently updated calibration constants. A combined LED/Laser light pulser system has
been installed to measure the yield of photoelectrons per GeV which is, to a large extent, in-
dependent from the light intensity. Thus, the linearity and the short and long term stability
of the photomultiplier readout can be tested in the full dynamic range with high statistics.
Calibration runs of the types previously described are taken at least daily for Data Quality
Monitoring purposes and test triggers of these types are taken at low rate even during data
acquisition. In addition, long term calibration is done with cosmic and halo muon events
and with electrons from the kinematic peak which are compared to the results from the test
beams and cosmic ray tests. During machine shutdowns, scans with movable Co60 sources
within the calorimeter are performed.

Calibration:
The absolute energy scale of the calorimeter has been determined after construction, in

electromagnetic and hadronic test beam measurements of selected modules and also in cosmic
ray tests for all modules, to about 1%. During operation of ZEUS, the calorimeter is cal-
ibrated frequently on a channel-by-channel basis, mostly by in-situ testing methods. Charge
injection test pulses are used to calibrate the electronic readout chain. The radioactive
decay of U238 provides a small, constant reference signal, the Uranium Noise. The gain of
the PMTs is trimmed by the adjustment of the HV from time to time to yield a defined

'An alloy of 98.1 % U'38, 1.7 % Nb and ~ 0.2 % U'3' with specific density of ~ 18.5g/cm3.
·SCSN-38 (polystyrol)

3.2.3 The '!rigger and Data Acquisition System

HERA has a short bunch crossing time of 96 ns, equivalent to a rate of ~ 10MHz. The
total interaction rate is of the order of 10 - 100kHz and is dominated by background from
interactions of the protons with the residual gas upstream in the beam pipe. Other sources
of background reactions are electron beam gas collisions, beam halo and cosmic events. The
rate of ep physics events in the ZEUS detector is only of the order of a few Hz. Since the
ZEUS detector has 250,000 readout channels, it therefore produce 500 kByte/event, or a
data load of> 5TByte/s at the front end.

ZEUS employs a sophisticated 3-1evel trigger system [Youn, S+89] in order to select ep
physics events with an efficiency of 99 %, achieving a reduction of the total rate by a factor
of 106• A schematic diagram of the ZEUS trigger system is shown in figure 3.8.

The First Level Trigger (FLT) is a hardware trigger, designed to reduce the input rate
to 1 kHz. Each detector component has its own FLT and a 10.4 MHz pipeline to store the
data and so avoid dead time losses. Each local FLT analyzes a particular event within the
first 25 clock cycles after the interaction, yielding e.g. energy sums or differences and sends
its information to the Global First Level TI'igger (GFLT). The GFLT issues, not' later than
4.4 J.lSafter the interaction, a global trigger decision based on various logical combinations
among the components' input. In the case of a positi ve trigger decision, the data stored
in th.e pipeli~es of each component are copied to local buffers for further processing. For
calonmeter Signals at this stage the data are digitized and stored in digital signal processors
(DSP), calibration constants are applied and energy and times values are calculated.



The on-line trigger decision in general is based on relatively loose cuts to reduce back-
ground processes but ensure a high acceptance of the processes to be selected. The corre-
sponding cuts in the final event selection are typically tighter unless they are available to
the final accuracy already on trigger level.

The on-line event classification is coded as logical flags in a large number of so called
trigger bits separately for the first, the second and the third level trigger. At ZEUS, in an
off-line selection for an analysis, the trigger bits of the stored events can be read from a data
base to select a suitable subset of the full data sample which is actually processed by the
individual analysis code. This speeds up the selection process.

In addition, for about two years the object oriented data base ZES (ZEUS Event Store
[Tas97J) has been available. It is generated from the off-line reconstructed data, i.e. with all
calibration constants and correction procedures applied, and provides a simple interface to
apply user-defined cuts on a large number of physical quantities before accessing the single
events. Thus, strongly depending on the applied cuts, an additional significant reduction can
be achieved in the number of events which actually have to be processed by the individual
analysis code.

II ZEUS detector 1.1250.000 channels
_.===============-. 96ns clock 10.4 MEvtsls
.-/' / / I \ """"'- 500 kb/Evt

Component 1 ~ F f V '\ '.~.,~ Component n

1000 Evtsls! 150 kblEvt

100 Evts/s

5 Evtsls

t -1 Mb/s

The Second Level Trigger (SLT) [Uij92] is designed to reduce the input rate to below
100Hz. This trigger level is further subdivided in component related parts running on a
network of Transputers [B+93b], but it is software-based. Thus, algorithms, like simplified
jet finders, can be applied here already to identify desired event types. The result of the local
SUI's are combined in the Global Second Level Trigger (GSLT) to execute a final decision.

If the event is accepted by the GSLT all detector components send their data to the Event
Builder [BHV93] which produces the ADAMO event structure [Gre89, FP92] on which the
Third Level Trigger (TLT) code runs and which is used offline in the analysis.

The TLT consists of a processor farm of Silicon Graphics CPUs. Part of the off-line
reconstruction code runs on the TLT which filters out ep physics events and reduces the
output rate to a few Hz. Accepted events are transferred to the computer center via an
optical fiber link (FLINK) and stored on tape. The typical size of an event has been reduced
to ~ 150kByte and the amount of data to be stored is about 0.5 - 1.0 MByte/s.

The event selection for measured data breaks up into two major parts. The first part
is the on-line trigger decision and event classification in the reprocessing of the data. This
part is defined in common for all users of the ZEUS data. The second part is the final event
selection in the individual analysis code defined by each user.



Chapter 4

Deep Inelastic Scattering

With the term deep inelastic scattering (DIS) a process is named where a lepton I scatters
off a nucleon N with a large momentum transfer (Q2 » AQCD). The lepton might be either
a charged lepton (e,f-l) or a neutrino (v.,v,.), the nucleon a proton (p) or a neutron (n)
consisting of point-like consti tuents called partons. The interaction is mediated by a neutral
(or, ZO) or by a charged boson (W±) and is called neutral current (NC) or charged current
(CC) interaction, respectively.

Since in this analysis only NC processes are considered and only momentum transfers
much below Mzo are accepted, all following statements are restricted to be valid for NC
processes with single photon exchange only.

The process NC DIS at HERA (ef. figure 4.1) generally can be described by some global
kinematic variables. An electron (e±) scatters off a proton (p) producing a scattered electron
(e') and a hadronic final state (X):

where x is the momentum fraction of the proton carried by the parton interacting with the
virtual photon and y is the fraction of the electron momentum transferred to the proton.
Combining the last three equations and ignoring the particle masses yields

k (o,o,-E.,E.)
P (o,o,Ep,Ep)
k' (Px,el, py,e', py,e', Eel)

h (Px,h, Py.h, Pz.h, Eh)

The total hadronic mass squared, W2, is equivalent to the boson-proton center of mass
energy s",p

Q21 - x
x

y' s.p - Q2 = 2Pq _ Q2 ~ (P + q)2 = s",p

The beam energies at HERA are fixed, so s,p is fixed too (s.P ~ 295 GeV2)and from equations
4.4 and 4.5 one can see that only two of these four variables are independent. To describe any
DIS event one is free to choose a convenient pair. The mass squared of the hard subsystem
IS

where in the last two steps particle masses have been neglected. Since the momenta of the
particles are much larger than their masses this a good approximation and will be used
throughout from now on.

The momentum transfer, Q2 > 0, is defined as the negative invariant mass squared of
the exchanged virtual boson,

where ~ denotes the momentum fraction of the proton carried by the incoming parton en-
tering the hard interaction. Using eq. 4.3, one can show that only for a massless subsystem
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(5 = 0) the Bjorken-x equals ~, otherwise ~ > x, ..r 104
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In the special case of a (2+1) partonic final state, or a (2+1) jet event (cf. chapter 7),
the state has three additional degrees of freedom. They can be described with the following

102 102three scali ng variables:

• The scaling variable xp gives the momentum fraction of the parton within the proton
in contrast to the momentum fraction x of the system 5 at the boson vertex: 10 10

x Q2 Q2
(4.8)xp = - = -- = ---~ 2p· q Q2 + 5 1 1

where xp satisfies the condition x < Xp < l.
10 -5 10-4 10 ·3 10 -2 10 -I 10 -5 10 -4 10 -3 10 -2 10 -J 1

x x

• The scaling variable zp gives the fraction of E - pz associated with the parton (jet) i:' 104 ;.. 104

having the 4-momentum PI (P2):
•. iso 0' [0] •. iso Yhad[O]
S? el S?

_P'PI_LI(E-Pz)_1 (1 eO)
'b

103
M

O
103

zp I - -- - - - cos - 1 (4.9)
, p.q Lall(E-pz) 2

e* is the polar scattering angle of a parton (jet) in the 'Y*-parton center of mass system, 102 ,150
102,

where 'Y* is the exchanged virtual boson. The sum in the denominator is performed , 160,
over all (i = 1,2) scattered partons, i.e. the current part of the hadronic final state. Zp

,,
always satisfies the condition 0 < Zp < 1 and for the two par tons one gets two values 170
symmetric around zp = 0.5 so that Zp,l + Zp,2 = l. Therefore, it is sufficient to look 10 10

only at the range 0 < Zp < 0.5.

• The azimuth angle <jJ, is defined between the lepton plane (k, k-;) and the plane defined 1 1

by the proton and one of the two final state par tons (P,p~).
10 -5 10 -4 10 -3 10 -2 10 -J 10 -5 10"" 10 -3 10 -2 10 -I

x x

Q2 zp (1 _ x )(1 - z )x p p
p

Figure 4.2: Kinematic variables in the Q2_X plane Jor a massless hard subsystem (8 = 0). In
Juillines: iso-energy lines (top) and iso-lines oj the scattering angle (bottom) Jor the scattered
electron (leJt) and the hadronic system (right). In dashed lines: Iso-y. For calorimeter
acceptance limits see section 9.2.2.

_ 11 (E + pz)y-- n ---
2 E - pz

'7 = - In (tan ~ )

The relations between the scaling and kinematic variables of the final state are complex.
Figure 4.2 shows, for a massless subsystem, the iso-lines of energy and scattering angle
for the scattered electron and the hadronic system in the plane of Q2 and x covered by
HERA. Also, the iso-v-lines and calorimeter acceptance limits are given. Regions with a
high resolution of a certain kinematic variable show narrow iso-lines.

Scaling variables can be reconstructed from kinematic variables by different methods. If
with the polar scattering angle e defined with respect to the proton direction. Thus, the
pseudorapidity, '7, is the more convenient experimental variable.



one measures both the scattered electron and the hadronic final state the event is overcon-
strained. For reconstruction it is in principle sufficient to know either the electron or the
hadronic state, or another suitable combination of parts of them. It has to be decided in
terms of resolution and systematic shifts for any kinematic region, which set of variables
should be used. In the following, the methods used in this analysis are briefly introduced
[WoI93] but there also exist various other methods [BEI<91, Hoe91, CSZ91J.

The electron method uses the energy E~ and the angle 0 of the scattered electron. This
method is used at fixed target experiments to reconstruct x and Q2 It is defined by [WoI93]:

At HERA, in NC deep inelastic
scattering, an electron (e±) scatters off
a proton (p) by exchange of a virtual 'Y'
producing a scattered electron (e') and a had-
ronicfinal state (X):

2E.E~(1 + cos 0)

E. ( E~cOS2 ~ )
Ep E.-E;sin2~

E~ . 201- -sm -
E. 2

Its resolution in Q2 and x becomes poor for low Q2 and high x, i.e. for soft scattered electrons.
The Jaquet-Blondel method [JB+79] uses the total energy Ehad and the angle 'Yh of the

visible part of the hadronic final state. There the approximation is made that the total
transverse momentum of the particles escaping through the beam hole in proton direction
and the total energy of the particles escaping through the beam hole in electron direction
can be neglected.

The regime of DlS is characterized by
a. being sufficiently small that perturbation
theory is applicable. Due to the Heisenberg
relation

Figure 4.3: 'The lowest onler O( a~) Feynman
diagram of ep - scattering.

Eh(Eh - p%,h) Ehad(l - C0S-Yh)
YJB 2£. 2£.

Q}B
(Eh P;,I') (Eh P~,h) E~ad sin2 'Yh (4.14)

1 - YJB 1 - YJB

XJB
Q}B

sep YJB

while

cos 'Yh =
(EhPx,h)2 + (EhPy,S - (E,.(Eh - Pz,h))2
(EhPx,h)2 + (EhPy,S + (Eh(Eh - p%,h))2

a photon scattered with high momentum
transfer will probe the proton on a small scale. The partonic contents of the proton appear
resolved and the photon directly interacts with a constituent of the proton with a certain
probability. The vertex of the 'Y'-parton interaction splits the reaction into the time before,
the initial state (IS), and everything afterwards, the final state (FS). The constituents of the
hadronicfinal state interfere regardless whether they were produced at the initial or final
state.

In the naive quark parton model (QPM) the proton is composed of free, point-like
constituents, called partons, which carry the fraction ~ of the proton momentum with a
probability q(~)d~, 0 ~ ~ ~ 1. Virtual photons scatter incoherently off these partons. In
QeD this model has to be modified as quarks interact through gluon exchanges and may
radiate gluons. Gluons in turn can split into qq-pairs (sea-quarks) or secondary gluons. In the
proton's inflllite momentum frame, i.e. the center-of-mass frame in a high energy collision,
relativistic time dilation slows down the interaction rate of the par tons with respect to the
proton-rest-frame. Thus, the partons can be considered as non-interacting, free particles
when the proton is probed by a virtual photon 'Y"with sufficiently high momentum transfer
Q2.

As stated in connection with eq. 2.4, in perturbation theory the cross section of a process
may be expressed as a power series in the strong coupling constant a.:

The angle 'Yh characterizes the transverse and longitudinal momentum flow of the hadronic
final state. In the naive quark parton model it can be identified with the scattering angle of
the struck quark. The resolution for x and Q2 is worse at high Y compared to that using the
electron method due to the term I~Y' For low Y the resolution is very good. For CC DIS
events (exchange of a W± boson), this is the only method to reconstruct x and Q2.

The double angle method takes the two scattering angles from the two previous methods:

sin 0 . (1 - cos 'Yh)

sin 'Yh + sin 0 - sinhh + 0)
4 £2 sin 'YhO . (1 + cos 0)

• sin 'Yh+ sin 0 - sin( 'Yh+ 0)
Ee sin 'Yh + sin 0 + sinhh + 0)
Ep • sin 'Yh + sin 0 - sinhh + 0)

00

U!o! = L Un = aoa~ + ala; + a2a~ + ...
n=O

The contributions to Un can be illustrated by the Feynman diagrams to the order n, i.e.
O(a;). By applying the Feynman rules one can directly compute the contribution of such
a diagram. Summing over all possible Feynman diagrams and orders gives, 'in principle, the
total cross section. But in practice the computing of this infinite series has to be limited.

At lowest order, O(a~), the hard 'Y"-parton scattering is a purely electromagnetic process
h"q ~ ql) (cf. figure 4.3): the photon hits a quark q which escapes from the bound state of
the proton and starts to evolve separately. This scattered parton q (1) will become visible
in the current part of the hadronic final state whereas the proton remnant r (+ 1) acts as
spectator and continues on its way. In general in the remaining part of this thesis, a partonic
state with n scattered partons will be referred to as (n + 1) state taking the proton remnant

This method reduces the sensitivity to the uncertainties in the absolute energy measurements.
The resolution in Q2 and x is worse for low Q2 .



Figure 4.4: Virtual corrections to the (1+1) parton final state in ep - scattering: a NLO
virtual corl'ection of the order O(a.) ([eft) and a NNLO virtual C07'TCctionof the order O(a~)
(right).
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Figure 4.6: Virtual corrections to the (2+1) parton final state in ep - scattering: a NLO
virtual correction O(a~) to the QCDC gmph ([eft) and a NLO virtual correction O(a~) to
the BGF graph (I'ight).
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Figure 4.5: First O(a.) Feynman diagrams of ep-scallering leading to (2+1) events: QCD
Compton scattering (left) and boson g[uon fusion (right).

Figure 4.7: Some generic second O(a~) Feynman diagrams of ep-scattering. Due to finite
resolution these (3+1) parton final states might lead to (2+1) events as i'ldicated here by the
bent line.

examples.
A (2+1) partonic final state needs at least a first order O(a~) hard i"-parton scattering.

In general, this is the first order which contains a QCD process. Two graphs to order O(a~)
exist (d. figure 4.5). Both processes have an extra gluon with respect to the O( a~) graph
which give rise to a factor a. in the cross section:

• Analogous to the Compton scattering in QED the struck quark may radiate a gluon
which is hard enough to get resolved. This is called a QCD Compton (QCDC) process.
The radiation might happen at initial or final state. To get the QCDC cross section
the amplitude of both subprocesses has to be added.

into account, since at HERA, parts of the proton remnant usually become visible. The
further evotution of both into jets will be the subject of chapter 7.

Figure 4.3 only gives the O(a~) leading order (LO) process to the (1+1) parton final state.
There are amso diagrams with additional virtual QCD corrections, i.e. gluon and quark loops,
leading to the (1+1) parton final state. In general each extra parton gives rise to an extra
power of a. in the order of the process. Figure 4.4 gives an example with one extra gluon
and an example with two extra gluons. The corresponding orders in perturbation theory
are O(a~) aJld O(a~), respectively, which are called next-to-leading order (NLO) and next-
to-next-to-[eading order (NNLO) contributions to the (1+1) parton state!. Note that both
vertices of a.n extra gluon may be chosen arbitrarily on the quark line and previous gluon
Jines, they do not necessarily have to connect the initial and final state as shown in the

• Similar to photon radiation of charged particles, quarks may radiate and absorb gluons
as long as the Heisenberg uncertainty relation is satisfied. A gluon in turn may fluctuate



into a pair of sea quarks qij. If the photon probes one of the quarks of such a qij pair,
both quarks are kicked out of the proton since no reannihilation is possible. This is
called a boson gluon Jusion (BGF) process.

80th processes are LO with respect to the (2+1) parton final state. In general the rule holds
that for a (n+1) partonic final state the LO contribution is of the order O(a~-l).

Now figure 4.6 gives two examples of NLO virtual corrections to the (2+1) partonic final
state, one for the QCDC and one for the BGF process. These corrections are of the order
O(n~). Note that the order O(a~) is the lowest order which includes the triple gluon vertex,
either as NLO correction to the (2+1) state or as NNLO order correction to the (1+1) state.

Real second order O(a~) processes usually lead to (3+1) partonic final states. But
due to the finite resolution in the reconstruction of the hadronic final state, these generic
(3+1) states may be reconstructed as (2+1) states (ef. figure 4.7) and contribute to the
(2+1) cross section. In turn this may happen also for real 0(0';) (2+1) states which might
be reconstructed as (1+1) states. In addition, there are generally restrictions from the
experimental side which also define whether a parton (or evolved jet) is accepted as resolved.
Otherwise it is rejected and the (n+1) state migrates to a ((n-1)+1) state.

all orders of the basic processes introduced in sec. 4.2 leads to the total e p -+ e' X cross
section:

The structure function F3 only becomes relevant at Q2 ~ M~ since it describes the parity
violation contributions. It does not playa role within the kinematic range used in this
analysis.

In eq. 4.23 the definition FL = F2 - 2xFj has already been used which is sug;gested by
the relation of the structure functions to the helicity cross sections of transverse, (1j.·P, and
longi tudinal, (1[p, polarized photons:

From structure function measurements one knows that FL « F2, confirming the spin-~
property of the quarks. In the naive quark parton model, or in general at O(a~), FL = 0
leading to 2xF1 = F2• This is known as the Callan-Gross relation. To higher orders the
partons can radiate gluons and gain transverse momentum. Consequently, quarks also can
couple to longitudinally polarized photons and the Callan-Gross relation is no longer satisfied
exactly.

F2 is effectively the sum of parton momentum distributions qi(X) weighted with x and
the square of the charge coupling Cq

A more general approach to describe the deep inelastic scattering which does not look into the
details of the hadronic final state is the following. In the single boson exchange approximation
the cross section in ep- scattering factorizes into a leptonic L,w and a hadronic tensor W"":

:LX[qi(X) + IJi(X)]Cq(Q2)
q

where g,," is the metric tensor. In the hadronic tensor the ignorance of the structure of
the proton and hence the details of the interaction is parameterized in terms of hadronic
structure functions Wi. The most general parameterization for the part of W"" describing
the single I exchange is: in the general case of the complete neutral current (, and Z) exchange. Hence, for pure

electromagnetic (,*) lepton-proton scattering, lp -+ lX, with four flavors F2 becomes

F;m(x) = x [~(u(x) + u(x) + c(x) + c(x)) + ~(d(x) + d(x) + s(x) + s(x))]
with the mass of the target M, i.e. the proton mass. It takes into account the Lorentz-
invariance and symmetry in J1. and v of L,,". W4 and Ws are functions of WI and W2 if the
conservation of the four-vector current is imposed. The remaining functions VVL,W2 and W3

depend on two independent Lorentz-invariant scalar variables; a common choice is v = 7J-
and Q2. Nowadays the slightly different notation

FJ(X,Q2)
F2(x, Q2)
F3(x,Q2)

M· WJ(V,Q2)
v· W2(V,Q2)
V. W3(v, Q2)

Here not only the valence quarks (uud for the proton) are considered but also the infinite
number of sea quark pairs qij. When the proton is probed at the momentum scale Q, the
sea contains all quark llavors with mass mq « Q.

In fact, the relations 4.24 to 4.26 have been given in the Bjorken limit (Q2 -+ 00, V -+ 00

but ~ finite) where the structure functions scale with Q2, i.e. F2(x,Q2) -+ F2(x). This
scaling behavior is plausible since the resolving power of a probing photon increases with Q2
like:

is widely used with the F! referred to as structure Junctions (SF) of the proton. Roughly said,
these structure functions describe how the target is seen by the probing boson. Summing
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Figure 4.8: The resolution oj the proton constituents depends on Q2 and causes scaling
violations oj Fz(x, Q2).

Figure 4.9: The splitting junctions Pab(~)' The two diagrams on the lejt show gluon radiation,
the diagrams on the right gluon splitting.

At physical scales Q2 one finds scaling violation for the structure functions requiring the
generalized parton distribution functions q(x, Q2). This is interpreted as follows: At low Q2
the resolution of the exchanged proton is rather broad and just the coarse valence quark
substructure of the proton is seen (cf. fig. 4.8). With increasing Q2 the resolution becomes
finer and quarks, which have radiated a gluon before the interaction (QCDC), or qq.pairs,
originating from radiated gluons (BGF), may be resolved. This means that the history of a
quark before it interacts with a photon becomes important. Then in general the Bjorken-x
measured at the interaction vertex is smaller than the longitudinal momentum fraction e
of the incoming parton entering the hard interaction. Therefore, the parton distributions
q(e, Q2) for all momentum fractions e in the range x < e < 1 contribute to the considered
process measured at x. At large x, where valence quarks dominate, the quark density, and
hence F2, falls with Q2 since the probability rises that a quark with momentum e will be
shifted below x by gluon radiation. At small x the amount of qij pairs and gluons in the
partonic 'sea' increases and thus, with increasing resolution Q2, F2 rises. It is one of the
main goals of HERA to measure F2 down to very low x and up to highest Q2. The described
scaling violations, in conjunction with the strong rise of Fiop(x, Q2) at small x at fixed Q2,
has been measured by ZEUS and III [ZEU93a, Qua96, Sur98, H193].

The formulation of the cross section aNC(e±p) in terms of structure functions is very
useful in order to measure and describe the total behavior of the ep-scattering to all orders.
However, if one likes to study the internal structure of the badronic final state in terms of
the basic partonic processes of sec. 4.2, fixed order perturbation theory is needed for the
calculations where the physical observabJes are formulated as power series of the coupling
constant ex .•. This approach is addressed in section 6.1.

a(x, Q2) = .~ l de PDFi/l'(~' Q2). (ji(X/~, Q2)
,=q,q,g

The (j is the matrix element of the partonic process, i.e. the ,'-parton scattering at the
cbaracteristic scale Q2. It describes the short distance cross section of the hard scattering
and can be calculated perturbatively since the coupling is small. And it is independent of
the type of the incoming hadron. The functions PDFil,,(e,Q2) describe the probability to
find a quark of flavor i in the target h with a momentum fraction e at the energy scale Q2.
They depend on the type of the hadron, but not on the particular hard scattering process.
Thus, they provide a universal description of the soft, long distance behavior of the partons.

The separation in short and long range physics is called jactorization and the border is
set by the jactorization scale J.l1 (d. e.g. [S+95, ESW96]). This procedure works similarly to
the renormalization of the coupling constant as discussed in sec. 2.2. On one side partons can
acquire large transverse momentum, or virtuality k" by the emission of gluons up to kl ~ Q2.
On the other side the collinear emission of gluons (kl --+ 0) leads to logarithmic singularities
which have to be absorbed by a redefinition (renormalization) of the bare parton distribution
functions qo(x). Roughly said, any propagator with virtuality kl > J.lJ will contribute to the
parton evolution in the hard scattering. Below this scale it will be absorbed into the PDF.
Thus, all the infrared sensitivity and Q2 == J.l~ dependence is enclosed in the PDF, as a
specific feature of the hadron but uni versal in terms of the scattering processes.

Different jactorization schemes, DIS and MS, are in use, which handle the finite cor-
rections introduced by the QCD differently. But they can be converted into each other
unambiguously. In this analysis, by default, the MS scheme is used with the default choice
J.l~= J.lJ = Q2.

It was found that by summing all quark density functions xqi( x, Q2) and after integration
over x, only about 50 % of the proton momentum can be explained. The missing momentum
in the momentum sum rules for the quarks alone was a key hint for the existence of the gluon
which mediates the strong interaction between the target constituents. A corresponding
gluon distribution junction g(x, Q2) describes their momentum distribution in the nucleon.
It accounts for the missing part in the sum rules. Presently the gluon density xg(x, Q2) is
still less well constrained as compared to the other parton density functions xqi(X, Q2).

Relations Like 4.26, obtained for various reactions, can in principle be inverted to give
individual parton density junctions xqi(X, Q2) (PDF) in terms of the measured structure
functions characteristic for the given target.

The introduction of PDF's in eq. 4.25 is an expression of the important jactorization
theorem. It states that a hadronic cross section, a, is the sum over the cross sections of
all subprocesses, (j, of all partons, weighted with the probability distributions of the parton



The evolut;ion of the parton distribution functions is described by the DGLAp2 equations
[AP77]:

Chapter 5

The P.b(~) (cL fig. 4.9) are called splitting functions or evolution kernels and are calculable
as power series in Cts

Strategies to Measure as at HERA

To leading order they have the physical interpretation as the probabilities of finding a parton
of type a in a parton of type b with a fraction ~ of the longitudinal momentum of the parent
parton and a transverse momentum of ki« /l~' They are known up to O(as), i.e. NLO. At
LO the QCD predicts the branchings 9 -+ qq, q -+ qg, q -+ gq and 9 -+ gg as:

This chapter will give an overview about the possible ways to determine as from HERA
data. Emphasis is placed on the methods which utilize jets.

rt ~ = rt f(x) - f(l)
Jo (1 - x)+ Jo 1 - x

with (1 - x)+ = (1 - x) for 0 ~ x < l.
The predictive power of eq. 4.29 is strong. Once one knows the PDF's at a scale /l~,j for

~> x, the integra-differential equation predicts the PDF's at any other scale /l].
The PDF's cannot be calculated theoretically but have to determined by experiment.

The way is to choose a set of parameterizations for all par tons and perform a global fit to
the available data. The results of many different approaches have been made accessible for
numerical calculations in the PDFLIB [PB93, PB96]. Thus, numerical predictions can be
made for cross sections of any reactions where the matrix elements are known.

The classical method to determine as in DIS is to use the scaling violations of the structure
functions. As described in sec. 4.4 the scaling of the structure functions is broken at NLO
in QCD due to the scale dependence introduced by the DGLAP equations (4.29) and the
power series expansion of the splitting functions.

as may now be derived from a global QCD fitting procedure performed on the data of the
structure function measurements from one or many experiments. In such a fit, as an example,
the parton density functions are parameterized by a chosen model with other variables held
fixed to find a new optimized PDF. The variables which are let free or held fixed are chosen
appropriate to the problem investigated. Presently, by using HERA data, as is not treated
as free variable but the current world average is used as input. The reason lies in the gluon
density function xg( x, Q2) which presently is not well enough constrained in the low x ranges,
where most of the data is taken at HERA, to perform a reliable determination of as with a
small systematic error.

Estimations exist [BKP96, B+96] for the expected accuracy of an as determination using
this method when the total integrated luminosity at HERA will be accumulated to about
0.5 ... 1.0 fb-t. Then enough statistics is available to restrict the kinematic range to high x,
i.e. high Q2 > 104 GeV2, where the gluon distribution is very small and does not introduce
the major uncertainty. Then a 1-2% accuracy in the as measurement may be achieved if
also further theoretical developments (3-100p corrections) are available.

where the '+' distribution is defined in the way that its integral with any sufficiently smooth
distribution f is

Fragmentation functions (FF) are a different approach to describe the parton evolution
beyond the (perturbative) hard scattering process compared to the power correction ap-
proach outlined in sec. 5.2. The fragmentation function D"(x;, Q2) for a parton represents
the probability that its fragments contain a hadron h which carries the momentum fractionx; of the parton p. In the basic picture of a scattering process given in sec. 7.1 by means of
fig. 7.1, fragmentation functions model the partonic fragmentation and the non-perturbative



hadronization, in one step. It is expeded that FF are identical for parton splittings initiated
by (anti-)quarks or gluons. Depending on the region of phase space, approximate scaling
with Q2 as well a.~scaling violations are expected for the fragmentation functions, where the
latter impLies sensitivity to a •.

At HERA the measurement is performed by using the momentum of the charged particles
in the current hemisphere of the Breit frame (cf. sec. 7.4.3), to compare with e+e- results,
scaled by the hard scattering scale Q

x; = IPiBreit . ~

As an example the power correction part for the thrust T = max~;'i~~ is:

where the Casimir factor CF and b are known. Here 00 regulates the strength of the hadron-
ization, i.e. the non-perturbative contributions to the event shape. Thus, pairs of values for
a. and ao are always derived from each event shape variable, while at the end, all values are
expected to be consistent since both, a. and ao, are universal.

An equivalent view of ao is the following. The renormalized a, diverges when it is ex-
trapolated from the regime of pQCD into the non-perturbative region. Since the physical
observables are finite there must be a finite effective strong coupling in the non-perturbative
regime. No further statement about the size or the shape of this effective coupling is needed.
The parameter ao is now the integral over this effective coupling up to a scale J.ll within the
perturbative regime

To derive a., from the FF one has to follow a two-step procedure. First, one has to derive
the fragmentation functions from the measured DIS cross section described by a convolution
of the parton density functions, the perturbative hard scattering cross section and the non-
perturbati ve fragmentation functions

du"'·as. fit du'''·o. ( du ) NLO
--~--=PDF® - ®

dxe dxe dxe
p p, p

input

FF-free

Each of the three components depends on a. internally, but it is held fixed for this first step.
In a second step the procedure is redone, now with known fragmentation functions from the
first step and 0, as the only free parameter in all three contributions on the right hand side
of eq. 5.2.

First measurements of the fragmentation functions at HERA ([HI97a, ZEU97]) compared
to e+e- results indicate their universality. To perform the second step parameterizations of
fragmentation functions had to be provided which allow a. to be varied. These have become
available recently but a remaining problem is the treatment of the s quark in the fragmen-
tation functions which needs to be different in e+e- and ep physics [OB98]. Unless this is
solved the HERA data are not well enough described to perform a reliable determination of
a•.

Good agreement data and predictions has been found in e+e- physics for ao(2 GeV) =
0.52 ± 0.04 [A+97]. For first results from HERA see [HI97b, ZEU98].

Finally the total jet cross section can be identified with the total cross section of eq. 4.23
(cr. chapter 7 for the concept of a jet):

J2uNC(e±p)

d2u(O+1)+ d2u(1+1) + J2U(2+l) + d2u(3+l) + ...
, .J~~

O(a~) O(a~) O(a~)

A different approach which still uses the hadronic final state is the determination of a. from
event shapes. As in e+e- physics (cf. sec. 2.3) infrared and collinear safe variables, F, are
defined to describe the appearance of the hadronic final state. At HERA it is convenient to
use the Breit system to separate the proton remnant from the rest of the hadronic final state.
Thus, the event shapes of the current hemisphere of the BREIT frame can be compared to
e+e- results easily. So far theoretical predictions are available only for a few variables in
ep-scattering [DW98J, unlike the situation in e+e- physics.

The basic principle of the analysis is as follows. From QCD there are predictions for mean
values of event shape variables (F) to NLO. The remaining difference between these parton
level predictions and the measured event shapes at hadron level, i.e. corrected for detector
effects, is described by O( &) power corrections. No further assumption about fragmentation
models are necessary. The power term parameterizes the hadronization corrections and
depends only on a. and an additional universal parameter ao

d2u(O+1)+ J2U(l+l)
J2U(2+1)

J2U(3+l)

a20a~ + a21a~ + a22a~ +
a31a~ + a32a~ +

a42Q'~ + ,
'\...LO'\...NLO

with the coefficients aij = aij(J.l;,Ycu,), as the perturbative expansion. Here the (0+1) cross
section accounts for valid DIS events which do not lead to a resolved and valid current jet
within the requirements as described in the context of fig. 4.7. This total cross section can
be calculated order by order. Present calculations for ep-scattering cover the terms up to
O(a~), i.e. NLO in the (2+1) cross section.

As can be seen from fig. 4.5 the O(a~) Feynman graphs of the QCDC and the BGF
process are the first which contain a QCD process. The exclusive (2+1) cross section now
has three additional degrees of freedom with respect to the total one; a convenient choice is



(Xp, z, </» as defined in sec. 4.1. After integration over the additional variables the fivefold
d· cr. '. I .' 2upd'u!2+1) b .Illelenlla cross sectIOn dxdydx

p
dzd4> ecomes.

d2a(2+!) = 211"a~m as . J dxp J dz J d</>(Iq + [g)
dxdy yQ2 211" xp 211"

where lq and [g denote the quark- (and antiquark-) initiated (QCDC) and the gluon-initiated
(BGF) processes, respectively [KMS89]. The integration over </> eliminates the helicity
dependence of the contributions and the integration over Xp covers the integration over
the parton density functions. Thus, a(2+1) can be compared directly with atol and the dijet
!'ate, fl2+1 ,can be defined giving a direct measurement of a. in the perturbative expansion:

properly chosen resolution parameter. Finally the coefficients C21and C32 have a small in-
trinsic dependence on as itself which is not written in eq. 5.11. This arises from the parton
density function which has been integrated over. In this analysis the dependence of the
(2+1)-jet rate on the variation of as on the used parton density function is not investigated
(ef. discussion in sec. 12.1).

5.3.2 Using the Differential Jet Rate D2(Ycut)
Another variable where a. can be derived from is the differential jet rate D2(YCUI) defined
as:

J2a(2+I) /J2a1ol
dxdy dxdy

C21. a. + C32. a~
D2 is the rate of events which make the transition from the (2+1) configuration to the (1+1)
or (0+ 1) configuration when the jet resolution parameter is varied from Yculto Yeul+ 6.Yeut.
This is in contrast to the original approach [JAD91J where D2 is normalized by the total
number of events.

The advantage of this variable with respect to R2+1 is that the values of D2(Ye"l) viewed
as a function of different Yeu'are not correlated if 6.Yeu' is chosen such that the Yeu' ranges
do not overlap. Thus, not only the value at a particular Yeulbut also the shape of the
distribution D2(Yeu,) can be fitted.

The disadvantage is the need of higher luminosities to get comparable statistical errors
since only a fraction of the events contributing to a value R2+1(Yeul)is used to determine
the corresponding value of D2(Yeut), depending on the size of 6.Yeut.

See sec. 10.4 for the results derived with this method in this analysis.

where the coefficients C21and C32are known. The jet rates of higher orders are defined
analogously. The a~ term in eq. 5.9 gives the NLO virtual corrections to the generic O(a~)
processes and takes into account unresolved (3+1) states. In order to make a reliable compar-
ison between the measurement, which is to all orders, and the O(a~) calculations, the rate
R3+1 in the measurement has to be sufficiently smalll. Otherwise the fixed order estimate of
alol would become significantly wrong due to the incompletely known contribution of a(3+I)'

Note that the QCDC and BGF contributions to a(2+1) become divergent at some parts
of the phase space since

The QCDC contribution diverges if the emitted gluon from figure 4.5 becomes collinear with
the proton remnant r (z -t 1), if it becomes collinear with the scattered quark (xp -t 1) or
if it remains soft (z, Xp -t 1). The BGF contribution diverges if the quark either becomes
collinear with the proton remnant r or remains soft (z -t 0) or if this happens to the
anti quark (z -t 1).

When using a jet finding algorithm to identify the (2+1) configuration of a hadronic
final state, one has to ensure that the phase space used does not include these divergences.
The JADE algorithm therefore needs a cut in z, e.g. 0.1 < z < 0.9. The [(1. algorithm
depopulates the region z -t 0 and z -t 1 by itself and does not need this cut (ef. sec. 11.1.2
and 11.2). The region xp -t 1 is depopulated at HERA for kinematic reasons.

Finally, a. is determined by a fit of the measured dijet rate to the predicted rate, varying
the strength of as:

5.3.3 Using the (2+1) Jet Cross Section
There may be cases where the (2+ 1) jet cross section cannot be normalized reliably by the
total cross section. In the future at ZEUS this probably will happen in the lower Q2 ranges.
To handle the increasing luminosity at HERA the ZEUS trigger branches for general DIS
events will be highly prescaled up to medium Q2, i.e. below a threshold only a fraction
of the events will be saved for offline analyses. Special trigger branches with significantly
lower rates, as for the class of (2+ 1) events, can be preserved without prescaling. But the
comparison of the (2+1 )-jet cross section with the total DIS cross section, obtained from
different trigger branches, introduces a large additional uncertainty, due to the different
trigger efficiencies and the high prescaling of the one quantity.

In this case a. can be determined from a(2+I) directly via:

meas. (2 ) fit theo.( 2 ) - (2 ) + - (2 ) 2a(2+1) J.Lr' Yeul f-='-+ a(2+1) J.Lr> Yeul,as =C21 fl.r> Ycul . a. C32 J.Lr> Ycut . a.

The drawback of this approach is that one needs to know all efficiencies with higll accuracy.
In the case of using R2+1 (Q2, Yeut)the trigger and electron tagging efficiencies cancel out as
well as the uncertainties in the luminosity measurement. Here they become important and
introduce additional systematic uncertainties.

The results obtained with this method are discussed in section 10.3.

This is the basic approach to determine a. in this analysis.
Note that the coefficients C21and C32depend explicitly on the scale fl.~describing the

hard scattering process. For this analysis the renormalization scale is taken as J.L~ = Q2.
The coefficients depend also on the resolution parameter Ycutof the jet finding algorithm.
Thus, the analysis has to be performed with a defined jet finding algorithm at a fixed,

IBy using MEPJET it should be 0'(3+1) < 0.15· 0'(2+1)[Mir97a]



where dn(n) is the n-body Lorentz-invariant phase space. Thus, by using the gauge completed
hatted tensors

p.q
fl' = p~+ Q2q~

Chapter 6 the parity conserving part of the hadronic tensor H~" consists for the first final state parton
PI of five covariant hadronic structure functions:

Stat us of Jet-Cross Section
Calculations in DIS

H~" (pc) = -g~~"H + -L p~ P" H + -Lp""'p"'" H +.1.. (p~p"'" + p"'"P") HI Pq 2 Pq I I 3 Pq I 1 4

+-L (p~p~" - p"'" P") HPq I j s·

This chapter will introduce the NLO QeD calculations used to make the predictions on DIS
jet cross sections which the measured and corrected data are compared to. Refer to chapter 4
for the definitions of processes and kinematic variables.

All loop corrections are contained in Hs which therefore occurs first at O(a~), i.e. in NLO
calculations. To O(a.) only Ht, ... ,H4 contribute and to O(a~) only HI and H2• The
parity violating part (Hs, ... , Hg) is neglected in this analysis due to the single ,'-exchange
approximation and the limited phase space.

The five covariant hadronic structure functions are directly proportional to the helicity
cross sections O"U+1" 0"1" 0"1", 0"[ and 0"A which can be measured. O"U+1,and 0"1, correspond
to the unpolarized and to the longitudinally polarized contribution to the cross section,
respectively, 0"1" and O"f, O"A correspond to the transverse and to the transverse-longitudinal
interference contributions. Thus, the n-jet cross section in DlS reads [Mir97b]:

The basic hypothesis is that the total cross section of a hadronic process can be written
as the incoherent sum of the contributions given by the parton types which are found in
a hadron. Each of the partons carries a fraction ( of the hadron total momentum. In the
general case in DIS, the reaction is mediated by an exchange of a vector boson V = ,', Z, W
and the hadronic cross section becomes:

(1+ (1 _ y)2)
y2

2(1- y)
(2 -y)J1=Y

yy'l - Y

cos2¢>
cos¢>
sin¢>

dO"U+L( njed
dO"L(njet)
dO"1"(njet)
dO"f(njet)
dO"A(njet)

dO"H(P) = .~ l d( f?((,J.L;)· d&;((p,a.(J.L~),J.L~,J.L;)
l=q,q,g

As stated in section 5.3.1 for this analysis the jet cross section will be viewed after the
integration over the azimuthal angle ¢>. In this case the contributions from 0"1", 0"[ and 0"A
cancel. In fixed order perturbation theory the (2+1)-jet cross section can be calculated by
covariant projection of the hadronic tensor H~"(pc):

which is similar to equation 4.28. Here d&; is the parton cross section corresponding to a
parton with flavor i and f?(O is the bare parton distribution function.

This hadronic cross section now can be split up into a sum of a parity conserving (pc)
and a parity violating (pv) part which in turn can be separated in a sum of flavor dependent
terms. They are weighted by navor dependent electroweak coupling coefficients given for the
parity conserving case in eq. 4.25 as C;(Q2).

The partonic processes in deep inelastic scattering at HERA have the structure

(-~g~"+ ~p~p") H~"(pc)(njet)
~p~p" H~"(pc)(njet)

These matrix elements can be calculated up to O(a~) including real and virtual correction
terms, i.e. to NLO QeD a complete calculation can be performed for the exclusive (2+1)-jet
cross section in DlS ep- scattering. The following processes contribute in this case (cr. figures
4.5 to 4.7 for the corresponding Feynman graphs):

" + q -+ q+ 9
" + 9 -+ q+ if
" + q -+ q + 9
" + 9 -+ q+ if
" + q -+ q + 9 + 9
" + q -+ q + q + if
" + q -+ q + if + 9

where the P; denote the final state partons. The corresponding partonic cross sections d&; are
products of the leptonic and the hadronic tensor as introduced in section 4.3. Thus, the total
hadronic tensor W~" consists of flavor and parity dependent contributions W("(P,q)(pc,pv).
Each of these parts of the hadronic tensor can now be expressed in terms of spin-averaged
squares of the n-body final-state amplitudes JIt"(n) via [KMS89J:

W~"(P q)(PC'pv) - ..!.- ~ dn(n) IW(P q p p )(pc,pv)
~, -47r~ 1,,1,···,n

and in addition the processes with the crossing q H if. The matrix elements for all
contributions were discussed first in [BI<92]and a full listing of all LO matrix elements



up 1.0 four final state partons can be found in [I-IZ89].The major contribution to the (2+1)-
jet cross section comes from the flrst projection (~ -g"u) in eq. 6.6 and was discussed first
in [Gra.9l] and [Gra94]. The second projection in UU+L (~ p"Pu) contributes to 20% to
30 % depending on the kinematic range. The contribution from UL is small for the kinematic
range at HERA « I %). This is caused by the y dependent coefficients (1 + (1 - y)2) and
_y2 and the small mean value of y in DIS ((y) ~ 0.1).

The matrix elements for jet cross sections and I-loop corrections can be calculated nu-
merically. A jet finding algorithm is used to find those events with two resolved final state
jets - which may consist of up to two partons for (2+ 1)-jet events to O( a~). It is essential to
perform these calculations to NLO since to LO only a basic description of the cross section
and distributions is provided which still is sensitive to uncalculated and potentially large
iufrared and ultraviolet logarithms. In a NLO calculation the ultraviolet divergences in the
virtual I-loop amplitudes are absorbed by the renormalization procedure (the M S scheme
is used in this analysis). This introduces an explicit logarithmic dependence on the renor-
malization scale fL~ and substantially reduces the fL~ scale dependence with respect to LO
calculations. The collinear divergences of the initial state are renormalized similarly which
leads to the dependence on the factorization scale fLJ with the same net effect. The infrared
and collinear divergences of the real contributions to final state partons cancel with the
corresponding divergences of the virtual I-loop corrections for properly defined observables
(infrared safe and collinear safe or factorizable), and thus by adding both one obtains finite
results. The NLO bremsstrahlung contribution finally introduces an explicit logarithmic
dependence on the jet resolution parameter which defines whether a parton is added to a
jet.

Using a modified form of the matrix elements (eq. 6.6) a first generation of NLO programs
was developed to make predictions on the (2+1)-jet cross sections: DISJET [BM94, BM95]
and PROJET [Gra95]. In order to handle the complicated pattern of divergences described
above, an implementation was chosen which limited the predictions to the use of the JADE
jet finding algorithm. In addition, the jet definition used in botb programs did not correspond
to a defined recombination scheme (cf. table 7.1). Finally, terms proportional to Ycut were
neglected. Now a second generation of NLO programs incorporating new theoretical de-
velopments is available (MEPJET, DISENT and DISASTER++) which overcomes these
limitations.

infrared and collinear divergences. Adding the contributions which cover the corresponding
divergences of the virtual corrections one obtains finite results. This contribution to the
(2+1) jet cross section is negative and grows logarithmically with the decrease of Smin.
This logarithmic growth is exactly canceled by the growth of the resolved (3+1) parton
cross section. The remaining collinear initial state divergences are factorized into the bare
parton densities. The integration over the finite resolved phase space with Sij > Smin is
done numerically by Monte Carlo techniques. Thus, the 4-momenta of the partons are
available and any jet finding algorithm with any set of acceptance cuts may be applied. The
resolved and unresolved contributions to the jet cross section finally are added, which causes
the dependence on the unphysical parameter Smin to disappear in the Smin -t 0 limit. In
practice, the numerical results on an infrared safe observable are insensitive to the choice of
Smin if it is sufficiently small.

The factorization of the collinear initial state divergences is handled by the technique
of universal crossing functions Ca(x, fLj, Smin). A first contribution comes from th.e splitting
of an initial state parton, p, into a resolved parton, a, and a collinear parton. u, where
[spul < Smin' Those parts of this contributions which cannot be factorized into the bare
parton densities are absorbed into the crossing functions, which are effective parton functions,
consisting of parton densities convoluted with the Altarelli-Parisi splitting functions Pp--+a(x).
A second contribution comes from the fact that the process a -t up with two collinear
final state partons (spu < oSmin)cannot be distinguished from the crossed process up -t

a, which leads to a wrong contribution in the parton densities. In the crossing function,
Ca(x, fLf, Smin), for the initial state parton a, this wrong contribution has been subtracted.

DISENT and DISASTER++: DISENT [CS96b, Sey97a] and DISASTER++ [Gra97]
also provide NLO predictions for the dijet production in e±p DlS, but they are limited to the
one-i" exchange approximation. Comparisons among these calculations and to MEP JET in
the one-i" exchange approximation yielded so far satisfactory agreements [MZ97a, eS97].

Instead of the phase space slicing method, DISENT and DISASTER++ use the exact
subtraction method as described in [KS92, CS96a, Sey96, C897]. To apply it at NLO, two
contributions to the (2+ 1)-jet cross section have to be considered. The first is the exclusive
real cross section duR with n+ 1 = 3 par tons in the current part of the final state; the second
the I-loop virtual correction duv with n = 2 partons:

uNLO == J duNLO = 1 duR +1duV

n+J n

MEPJET: MEPJET [MZ96a, MZ96b, MZ97b, Mir97b] provides full NLO calculations for
(1+1)- and (2+1)-jet cross sections and distributions in DIS e±p-scattering with complete
neutral current b* and/or Z) and charged current (W±) exchange. It was the first program
for NLO cross section predictions which allowed the implementation of an arbitrary jet
definition scheme and overcame the other limitations of its predecessors DISJET and PRO-
JET. To achieve this, MEP JET makes use of the phase space slicing method (smin-technique)
[GG92] and the technique of universal crossing functions [GGK93].

Without imposing any jet finding algorithm to define the (2+1) jet phase space the
integration over the (3+1) partonic states has to be performed for the full phase space. Thus,
the invariant theoretical parameter Smin is introduced to isolate the infrared and collinear
divergences associated with the phase space regions where partons remain unresolved, i.e.
at least one pair of (initial and fmal state) par tons has Sii = 2Pi . Pi < Smin' An analytical
integration is performed over these phase space regions for the final state partons covering the

This sum is finite but each of its terms separately is divergent in d = 4 dimensions. By the
established method of dimensional regularization d = 4 - 2~ the divergences are replaced by
single 1/~ and double poles 1/(2. With this alone, the limit ~ -t 0 is still singular. The main
problem is now to find a proper approximation duA for duR which has the same pointlike
singular behavior. By subtracting duA from duR the limit ~ -t 0 can be performed safely for
this difference and one obtains:

where all singularities are now associated with the two last terms in eq. 6.9, whereas the
first integral can be integrated numerically in four dimensions. Now one is able to carry out
the integration on duA over the one-parton subspace which leads to the ~ poles to cancel
them against those from duv. Afterwards, the ~ -t 0 limit can be performed and the
remaining integration over the n-parton phase space can be carried out numerically. Again



the numerical calculation via Monte Carlo techniques gives access to the four momenta of
the partonic states and allows to impose any jet definition and to apply arbitrary acceptance
cuts.

The key which allows to make use of this method and implement it into a NLO calculation
is that nowadays there is a recipe for constructing suitable duA, which meets the demands
of this procedure, in a process and observable independent way [CS96a]. Chapter 7

Jet Finding and Jet Algorithrns

In this chapter the concept of a jet in DIS will be discussed. The basic picture of a scattering
process and the definition of a jet will be given. The structure of the jet analysis performed
in this analysis, the relation of measured to theoretical quantities, will be explained. The
demands on all jet finding algorithms in general will be described. And finally, the three
major types of jet finding algorithms, cone, Jade and [(J., of which the latter is applied in
this analysis, will be discussed.

As explained in section 4.2, at high energies in DIS the exchanged boson scatters off a parton
in the proton. However, due to confinement, primary quarks and gluons emerging from hard
scattering processes are not directly observable. Models are needed to describe the evolution
from the primary partons to the hadronic final state.

Figure 7.1 shows schematically an ep- scattering process in DIS and the evolution of
the partonic state. The fat lines in figure 7.1 show the basic matrix element process of
a boson-gluon fusion as it was introduced with figure 4.5, together with a NLO (I-loop)
correction. In a first stage the primary partons evolve by the perturbative emission of
secondary partons which in turn evolve themselves. These partonic splitting processes (cr.
fig. 4.9) occur in the initial and in the final state. The proton remnant evolves by the
same splitting processes. Par tons from initial and final state radiation and partons from the
current and the remnant part can interfere. In each perturbative splitting the 4-momentum
is conserved and, according to the DGLAP equations (eq. 4.29), energy and momentum
of the secondary partons are determined by probability densities. Therefore, the primary
parton can be reconstructed exactly if it is known which of the secondary partons evolved
from it. This evolution process terminates when all particle energies have fallen below the
regime of perturbative QCD.

In a next stage the hadronic states are formed from the remaining soft partons by soft,
non-perturbative processes called hadronization. The origin of a particular hadron is not
anymore well defined, i.e. it cannot be ascribed to a primary parton unambiguously. It
might be composed of secondary partons evolved from different primary partons or from
the color field between them [Sjo93].. Further decay of unstable hadrons might follow on a
longer time scale. The totality of hadrons formed in tillS way is called the hadronic final
state (HFS).

A part of the HFS will show up in the detector and produce measurable signals. Due to
limited detector resolution and energy losses only a fraction of the information about these
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hadrons is reconstructed and this information is possibly biased.
According to this picture the parton, hadron and detector level can be defined in the

following way:

• The parton level contains all partons up to the order in a. and the n-Ioop correction
available by analytical pQCD calculations. If chosen, it also may contain partons from
approximative calculations of higher orders.

While the latter is model independent, the hadron and parton level depend on the model
used to describe their generationl. The parton level may be chosen to contain only the
partons from matrix element calculations. Then it is identical with the elements drawn with
fat lines in figure 7.1. For this analysis it also contains partons from a phenomenological
model to simulate the effect of higher orders. In this case the parton level contains also some
elements drawn with thinner lines in figure 7.1. The motivation for this approach will be
given in section 9.1.

The picture given so far is still not complete:

• Electrodynamic corrections, QED initial state radiation, vertex correction and self
energy terms, affect the ep- scattering at parton level in Monte Carlo simula.tions and
in real physics. They change the kinematic variables of the process, i.e. they shift the
point in phase space where the scattering takes place. But the picture of the hadronic
process itself is not changed.

• In a hard impact the boson probes the proton on a small scale, since it has a short
de Broglie wavelength, and the partons evolve according to pQCD. In addition there
may be soft, non-perturbative interactions between the partons with wavelengths at
the scale of the proton size. These have small momentum transfers and do not
signiflcantly change the momenta from the perturbative interaction but e.g. may change
the topology of the I-IFS.

•po
\ll
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QCD makes predictions for partons, but according to the above picture one only observes
detector signals. The aim is to relate the detector measurements to the corresponding
quanti ties at hadron and parton level. For that an abstract construction, called a jet, is
introduced. With this the final state can be described by jet observables which are determined
at each level, regardless of which objects it is constructed from (partons, hadrons or detector
signals). Thus, the different levels can be compared by means of the jet observa.bles and
relations between the levels can be studied (like purities, efficiencies and correction factors).

The concept of a jet has two sources of inspiration. On one side hard scattered primary
partons mostly radiate collinear and soft secondary par tons which leads to a collimated flow
of particles. On the other side collimated flows of energy deposition are observed in the
detectors for hard scattering processes. The latter can be regarded as a result of the first,

Figure 7.1: An example process in DIS ep· scattering (here a boson-gluon fusion) and parts
of the evolution of the partonic state. See text for explanations. IFor a description of the most important models used to describe the partonic, fragmentation, hadroni-

zation and detector processes mentioned ill this chapter, see chapter 8.



where t.he deposed energy aud posit.ion in t.he detector is thought to be st.rongly correlated
t.o t.he momentum and direet.ion of the primary hard scatt.ered particle.

This cOlTelation is st.rong as long as t.he t.ransverse momentum, Pt,evol, of radiated partons
relative t.o the axis of t.he primary part.on is small with respect to the transverse momentum,
Pt,p"rton, of the primary part.on itself. In DIS ep-scattering this is true for events with large
momentum transfer, Q2, of at. least several hundred Gey2. And it certainly will fail at
Q2 ~ 1GeV because there the transverse momentum produced by the parton evolution and
hadronization is of the same order as t.he momentum of the scattered primary parton.

The concept of a jet. has to be the same at. each level. Therefore, a jet will be thought of
as the following:

A jet is the totality oj particles or measured signals which can be closely associated
with a primanJ particle oj a hard scattering process.

This means that. a jet. at parton level is buil I. of the primary parton alone, following
the hard scattering, of several part.ons in a later st.ate of the evolution, of a number of
hadrons after hadronization and also of a group of signals, possibly from different parts of
the detector, when it is measured.

The following addit.ional assumptions will be made:

• Partons are massless. Quarks and gluons are treated as massless particles
in QeD and in all calculations.

• The 4-veclors oj the hard scattered partons are represented by jets at each
level. At parton level this statement is exact. But hadronization and
detector effects turn this int.o an approximation because the clear assignment
to the primary par tons is lost..

particle also will not affect the result of the jet finding within the chosen resolution. The
first requirement finds its experimental correspondence in the finite detector resolution; only
sufficiently separated hadrons can be resolved as different. signals. The second requirement
corresponds to the experimental demand of noise suppression in the det.ector.

In theory both requirements serve as a cut-off against t.he singularities caused by the in-
finitely rising probabilities when approaching collinear splittings and infmitely soft emissions.
In experiment they reflect the non-ideal condit.ions of measurement. It is required that the
analysis is insensitive against the variation of the theoretical cut-off values and the variation
of the noise suppression cut.-off2.

The commonly used jet finding algorit.hms can be separated in two classes: geometrical and
cluster algorithms.

Geomet.rical algorithms assign objects to a jet which lie within a conical volume around
the jet axis - therefore the name cone algorithms arises. The jet axis is found by an
optimization procedure and jet.s get resolved if their axes are separated by at least a cone
radius, which acts as distance parameter. The main features of the many different imple-
mentations are given in section 7.4.1.

In contrast, cluster algorithms merge t.ogether, step by step, pairs of objects (partons,
hadrons or detector cells) into one object, until the inter-object separations exceed a given
distance parameter. These remaining objects are identified with the found jets. The most
common cluster algorithms (JADE and [(J.) will be discussed in sections 7.4.2 and 7.4.3.
Their definitions are less intuitive than those of the cone algorithms, but they have some
advantages discussed below.

Jet finding algorithms have to fulfill several demands when they are used as a tool to deter-
mine jet properties and to provide a mediation between the different levels.
The main task is:

Jet ji11ding algorithms have to find collimated structul'es in a set of 4-vectors,
regardless oj the source (partons, hadrons or detector signals).

Therefore, three decisions have to be made by the algorithm:

1. Which partons, hadrons or deteet.or objects have to be combined next --- this is the
core of the algorithm.

2. How should the selected 4-vectors be associated with a jet to be recombined.

3. When has the procedure to be terminated - this is controlled by a resolution parameter
which. defines how close two partons may be to be resolved. It is the radius in cone
algori thms and a cut-off parameter in cluster algorithms which is linked to an energy
scale.

There are two additional demands froTIltheory which also have their experimental corre-
spondences_ A jet finding algorithm has to be collinear and infrared saJe [CDW92, Sey95].
The first requirement means that a parton splitting into two secondary partons with almost
no relative transverse momentum, i.e, running in parallel, will give the same result as the
original parton without splitting when it is treated by the jet finding algorithm. The second
requirement means that secondary parton emission with almost no energy loss by the primary

The basic idea of cone algorithms [FM90, Sey95] is
to maximize the (Jow of transverse energy, ET, or total
energy, E, through the base area of a cone with radius
R around the jet axis (d. figure 7.2, typically: R =
0.7 ... 1.0). A seed object is selected and the distance
between this and other objects is given by

l:i.R=Jl:i.1]2+l:i.¢J2 with 1]=-ln(tan~).
(7.1)

Here e and ¢J denote the polar and azimut.hal scattering
angle and 17is the pseudorapidity. Objects within the
cone are recombined to a jet.

Figure 7.2: Idea oj a cone jet. This concept looks simple and intuitive in principle
but turns out to be indetermined in some cases. This has to be cured by the invention of
ad-hoc choices which lead to a larger number of existing implementations.

First, one has to generate a set of jet seeds to start the optimization procedure. For this,
usually, the ET or E is summed up in an arbitrary grid of 1] and ¢J. All entries above a
chosen cut-off, Efeed or Emd, are taken as primary seed jet axes around which the energy
is summed up in an area (cone) with radius R. The arbitrariness of the seed thresholds

2The geometrical detector resolution usually is fixed.



Figure 7.3:
Overlapping cone jets.

Figure 7.4: The Energy of a hadron Figure 7.5: Subcones as
is partially neglected if it is spread internal jet structures.
around a cone jet b01'der.

Figure 7.6: Dijet event which is misidentified on the
parton level (left) by cone algorithms.

Figure 7.7:
Introduction of parameter R,cp'

and p < R.w Unfortunately R.ep is not universal but different for every observable. Typical
values of R.cp = 1.2 ... 1.5 have been used to fit measurements of inclusive jet cross sections
to calculations.

Two further features are worth to be noted:
• At detector level a hadron may spray its energy on both sides of the cone border (cf.

figure 7.4). Only the inner part contributes to the jet regardless of whether the hadron
'belonged' to the jet at hadron level or not.

(typically: ET,seed = 0.3 ... 1.0 GeV) may cause a bias of the final results. The final jets will
be required to have a minimum total energy ET or E (e.g. EIt" = 3.0 ... 6.0 GeV) to ensure
their origin from pQCD processes.

At this point the procedure branches into two major types:
Fixed cone algorithms produce an (energy- )sorted list of the jets (objects in the cones around
the initial seeds). Beginning at the most energetic jet they remove from further consideration
all objects contributing to it, i.e. also seeds of less energetic jets, and count it as a final jet.
This procedure is repeated with the remaining seeds and objects until no seed is left.
Itemtive cone algorithms calculate new, weighted 77 and 1> values for the jet axes which
are used as seeds in the next step until the procedure is stable. For this calculation the
'Snowmass Convention' [H+90] is mostly applied. With this also an energy corrections can
easily be applied. The cone axis is re-evaluated after adding all object as:

ryict _ Li Er,i 77i ¢let _ L;Er,' 1>.
, - L,Er,i' - LiET,.

• The natural way of investigating internal jet structures is to look at the energy flow in
a subcone with radius r (cf. figure 7.5) [Sey97b, Sey97c].

The JADE algorithm [B+87, B+88] belongs to the class of cluster algorithms. Such algo-
rithms merge, step by step, the 4-vectors of objects, i and j, which are close when compared
to a chosen distance measure, dij. Figure 7.8 gives a flow diagram of the common structure.
First the relative distance of all objects pairs and the distance of each object relati ve to the
proton direction is calculated, then the minimal distance is searched. Objects associated
to the remnant arc removed from the procedure. Objects pairs are merged if their relative
distance separation is below a resolution parameter Yeu" The clustering is terminated when
all remaining combinations of objects are separated by more than the resolution parameter;
these are the resolved jets. Cluster algorithms are deterministic, i.e. every object is assigned
either to a final jet or to the remnant (jet) with no ambiguity or any ad-hoc parameter. A
second, possi bly different, resolution cut-off may be used to separate the remnant from the
current region. To normalize the distance measure a physical energy scale is generally used.

The merging of the 4-vectors can be performed within different ,'ecombination schemes.
Commonly used possibilities are listed in table 7.1. The E-scheme, with simple 4-vector
addition, is the only Lorentz invariant scheme. But it causes the clustered objects to acquire
mass when non-parallel 4-vectors are added. All other schemes avoid the acquisition of mass
by either not conserving momentum (EO) or energy (P and PO) or by neglecting individual
masses of the objects picked up at previous cluster steps (JADE). The schemes P and PO

where summing is performed over all objects in the cone.
F'rom the explanation above it is clear that not all input to the algorithm has to end up

in a final jet. The remaining objects form the so-called underlying event.
The next choice to be made is the way those jets should be treated which have overlapping

regions (cf.figure 7.3). A typical choice is to merge the two jets if more than 50% of the
energy of the softer jet is shared by the harder jet. Otherwise they are separated and the
common fraction of energy is split up in an arbitrary way.

Finally, there is a theoretical problem with the cone algorithm which leads to the in-
troduction of the artificial parameter R.ep [EKS92, Sey95]. Figure 7.6 shows a dijet event
with few par tons (i.e. at the parton level) and after fragmentation (i.e. at the multi parton
or hadron level). Cone algorithms now may fail to separate the two jets at the few parton
level, as seen on the left, but reconstruct the jets properly at the multi objects level. In
other words, they treat different levels of the evolution differently. This can be cured with a
properly chosen parameter R.cp which is introduced into the calculation for few partons to
resolve the hard radiation (cf. figure 7.7). Two par tons will be treated as one jet if r < R



But the JADE algorithm acts on the full set of objects at parton and hadron level and gets
the additional pseudo particle at detector level. Exclusion cuts for accepted current jets,
either in pseudorapidity, i.e. angle, or in p" are applied afterwards. With JADE the found
remnant jet always lies very close to the proton direction (1] ~ 8).

A great theoretical advantage of the JADE algorithm with respect to the cone algorithms
is its unique feature of covariance, i.e. it is defined in any reference system. This allows
the factorization of phase-space for multiple parton emission as in fixed order QCD ME
calculations. There it is well suited as cut-off against divergences (e.g. used in LEPTO).

l
----------------(The invariant mass as distance measure

makes the JADE algorithm sensitive to soft,
--~~ non-perturbative parton radiation processes.

~

algOri~thm
And the remnant tends to grab objects from
the hadronic final state which originally lay

___________________ . ._ at lower 1]. Consequently large hadronization
. . . effects occur, especially for current jets recon-

FIgure 7.9: Phantom Jets In JADE. structed at high 77 (1] > 2).
Finally, the distance definition in equation 7.3 is non-local in angle which may cause

JADE to produce phantom jets out of soft partons originally emitted by different hard
partons, although they have a large relative angle (d. figure 7.9).

dilTer in trle way that the latter updates the physical scale every time the energy was not
conserved.

to see whether objects i and j should be merged. Here
M denotes a reference mass or scale which introduces
the physical energy scale (e.g. M2 == W2 or M2 == M;is>
the visible invariant mass). Ycut is the chosen resolution
parameter (with W2 a Ycut = 0.02 is typical, i.e. 2 % of
the total hadronic mass). The clustering procedure ends
if all remaining pairs {ij} fail the test equation 7.4. The
proton remnant is included in this procedure and in DIS
it is always found as a jet, too. This is the origin of the
notation '(n+l)-jet event' for a n-current jet event.

Special treatment is needed when this algorithm is applied to detector level signals.
There a non-negligible part of the event may be lost -- for DIS events at HERA a major
fraction, tne proton remnant, escapes down the beam pipe. Therefore, a pseudo particle
is introduced, built from the missing 4-momentum, which is added to the list of detector
signals. This ensures the reconstruction of the proton remnant and the separation of current
and remnant region of the signals at detector level.

Using JADE at detector level, the picture of the proton remnant is a jet from which a
large fraction escapes through the beam hole. This is unlike the picture when using the cone
algorithm where the underlying event simply is the left over fraction of the detector signals
not assigned to a current jet. The cone algorithm does not care about objects near the
proton diredion since usually an angular cut is applied before the jet finding is performed.

The basic idea of the JADE algorithm is to use the
inval'iant mass, m;i' of each pair of objects as distance
measure:

This means that particle masses are neglected. The mi-
nimum of {m;) is tested with:

Figure 7.8: Flow diagram of a
cluster alg(nilhm.

The [{1. algorithm is also a cluster algorithm. So the general features noted in section 7.4.2
are also valid here. Next to the original proposal, the exclusive [{1. algorithm3 [CDW92j,
nowadays different approaches exist: the longitudinal invariant [{1. algorithm was proposed
by [ES93] and the angular ordered Durham and Cambridge algorithms were proposed by
[DLMW97]. In the following description emphasis is given to the exclusive [{1. algorithm as
it is used in this analysis.

The BREIT frame:
In general, the special feature of the [{1. algorithm is its distance measure, kT. In DIS it

should be applied in the BREIT frame for reasons mentioned below. The BREIT frame is
the (y'parton) center-of-mass system'. It is defined by the 4-vector of the exchanged virtual
photon " being spacelike:

E Pk = Pi + Pi • Lorentz invariant
• jets get masses

EO Ek = Ei+Ei ih = ~(Pi + Pi) • conserving E but not P
• jets are massless

P Ek = Ip.1 P.=Pi+Pi • conserving P but not E
• jets are massless

PO Ek = Ip.1 Pk=Pi+Pi • as P but scale is updated
JADE Pk = Pi + Pi • E and P conserved

• but individual masses m7; neglected

In other words, within the quark parton model (QPM), the frame is chosen which aligns
the virtual photon anti parallel to the struck parton. This causes the struck parton to be
bounced directly backwards with no transverse momentum. The virtual photon transfers
its full energy to the parton whose longitudinal momentum simply changes sign5 (cf. figure
7.10) and the corresponding 4-vectors become:

..' ( Q Q)
Pparton= 0,0'-2'2

3Also called Durham algorithm [Dok90].
•Another system, strongly related to the BREIT frame and commonly used at HERA, is the hadronic

center of mass system (HeM). It is the (-y' p) center-of-mass system, which is distinct form the BREIT frame
only by a longitudinal boost (i.e. in proton direction).

5Therefore, brick wall system is another name of this frame.



more like a cone algorithm with event-by-event adjusted cone size than the JADE algorithm
because of the request of closeness in 3-dim space. But unlike the cone which tends to get
as much ET as possible from near the cone border the [{l. algorithm depends more on the
center region of the jet.

According to fig. 7.8, the minimum of {k},ij' k},ip} is found. If it is of the type k},ip and

k},ip
;cale < Ymac

k},ij
scale < Ycu!

Figure 7.10: A DIS event in BREIT frame as the [{l. algorithm sees it. See text for ex-
planations.

The proton remnant continues on its way. So the event breaks up into two hemispheres: on
one side the current region where the scattered parton evolves (here the event structure is
similar to that of e+e- -physics) and on the other side the remnant l'egion where the proton
remnant will be found (which may be compared with event structures at hadron-hadron
colliders). This picture does not change if there is a hard gluon emission by a final state
quark (as shown in 7.10).

Initial state QCD radiation destroys this simple picture of collinear, antiparallel quark-
boson interaction. In a QCD Compton scattering a quark may have emitted a gluon and
have virtuality and Pt. Then it has an angle with respect to the proton direction when it
is struck by the virtual photon. The virtuality will be canceled either by the momentum
transfer of the interaction or by a subsequent final state gluon radiation. In a boson-gluon
fusion the initial gluon gets emitted by a valence quark almost in the proton direction. By
emitting further gluons it typically gains virtuality and Pt before it fluctuates into a qij pair
from which one quark interacts with the virtual photon. In addition to the virtuality and
Pt of the gluon the qij system has invariant mass and the q and ij have relative Pt. Compared
to the simple QPM case the non-zero invariant mass of the qij system causes the struck quark
to be pulled towards the remnant direction.

objects i and j are merged according to a chosen recombination scheme to a new object
k which replaces i and j in the list of objects. Here Ymac and Ycut are chosen resolution
parameters while scale denotes a physical energy scale suitable for the scattering process:

• Ymac is the resolution parameter to separate the current from the remnant region, called
maC1'Ojets. At Ymac = 1.0 the event is divided into two equally large hemispheres as
shown in figure 7.10. This is the recommended case. Changing Ymac willcause a relative
change of the sizes of the two hemispheres; one could think of bending the separating
plane, indicated by the dashed line, into a cone shaped surface with its apex at the
h*parton) vertex.

• Ycut is the resolution parameter for the jet finding, i.e. the desired minimum separation
of the current jets in order to be resolved. At HERA values between 0.1 and 1.5 are
111 use.

• The correct scale to be used with the f{l. algorithm in ep- scattering is controversial
but has to be larger than AQCD• Reasonable scales are linear combinations of Q2,
p: and k; or fixed values. From the theoretical point of view the uncertainties in
renormalization and factorization scales are lower for P: than for Q2 and lowest for
k; [MZ96b, MZ96d].

Similar to JADE, the previous clustering step is repeated until all remaining objects fail
equation 7.7 and 7.8. These clustered objects are the resolved current jets in the BREIT
frame.Definition of the exclusive f{l. algorithm:

The exclusive f{l. algorithm is now defined in the following way: first all objects to be
clustered have to be boosted to the BREIT frame. Then the relative distance of each pair
of objects, k},ij, and the distance of all objects to the proton direction, k},ip, are calculated
independently:

Definition of the longitudinal invariant f{l. algorithm:
In contrast to the exclusive f{l. algorithm (eq. 7.6), the distance measurement in the

longitudinal invariant f{l. algorithm is defined as

where 0ij and 0ip denote the relative angles in the (1], .p)-space. For massless objects this
distance measure is like the Pt of the softer relative to the harder object (at least for small
angles). The remnant does not enter explicitly in the f{l. algorithm, i.e. an infinite mo-
mentum pointing into the proton direction is assumed. The distance between two objects,
including the remnant, gets smaller either when they become more collinear or when the
energy of the softer object gets smaller. When clustering is done in terms of minimal kt the
production of phantom jets, cf.fig. 7.9, is suppressed. The exclusive [{l. algorithm behaves

with a radius parameter R similar to that discussed for the cone algorithms.
Again, the minimum of {Iinvq·,i)inv k},J is found. If it is of the type linvk},i, object i is

removed from the list and kept as jet. If it is of the type linvkj',ij, objects i and j a.re merged
by the ET-weighted recombination scheme (eq. 7.2). That is, they are merged if

J61]lj + 6.p,& < R



This means, the issue of which objects merge first depends on transverse energies and angles.
But the issue of whether to merge two objects or not is solely a question of angle between
them.

Thus, the longitudinal invariant [(1. algorithm essentially works like a cone algorithm
without the disadvantages of the original cone implementations discussed above. Next to
the physically interesting jets with large values of ET it produces a larger number of 'minijets'
with sma.ll ET. This approach is suitable to study inclusive cross sections and originally was
applied to hadron-hadron physics. Recently interest has grown to use it in ep- scattering,
too. Here it is used with a radius parameter of R = 1.

• And finally the use of k1. as distance measure is suggested by the coherence properties
of soft QCD emission processes [CDW92, C+91, HfJJ94]. The [(1. algorithm is unique
in meeting these properties.

Properties of the exclusive 1(1. algorithm:
In addition to the found jets, there are a number of primary objects which are assigned

to the remnant. Unlike the JADE algorithm, the 1(1. algorithm in ep- scattering does not
contain any pseudo particle information at the detector level. Consequently, in the laboratory
frame the left over proton remnant found at detector level does not necessarily point into
the proton direction. It rather behaves like the underlying event for the cone algorithm and
is spread all over the detector (of course, the average deposited energy is pointing forward).
At parton and hadron level, the full event information is available and the leading partons
of the proton remnant will boost the remnant left over by the [{1. algorithm into the proton
direction.

If in D IS the [(1. algorithm is applied in the BREIT frame, the factorization properties
of cross section calculations become simple: in the perturbative QCD calculation of the n-
jet cross section the jetrate coefficient functions do not explicitly depend on the kinematic
variables x and y [CDW92J. This is true also if the 1(1. algorithm is applied in frames
derived from the BREIT frame by (x, y, Q2)-independent Lorentz transformation, but not
for different frames or e.g. for the JADE algorithm.

In addi tion the [(1. algorithm has the following other properties:

For the last three points the [(1 algorithm is preferred by the authors cited above.
A standard implementation of the inclusive and exclusive [(1. algorithm, also used in this

analysis, is supplied with the well documented I<TCLUS package written by Mike Seymour
[Sey97d]. It is applicable in all physics frames (e+e--, pp- and ep-scattering) with an
exhaustive number of different modes defined also providing the membership of particles or
detector objects to a jet (or remnant) and a facility to search for subjets.

The new developments, the angular 07'dered Durham and Cambl-idge algorithms preserve
the advantages of the exclusive 1(1. algorithm while reducing the effect of non-perturbative
corrections and improving the subjet resolution [DLMW97].

• It can be applied at the parton, hadron and detector level in exactly the same way.
At the detector level, the left over remnant is not complete as it is for the parton or
hadron level.

• The I{1. algorithm supports a different approach to internal jet structure studies than
the cone algorithm. It allows to look for subjet structures within the jet at smaller reso-
lution parameters Ycu" This approach corresponds to the partonic evolution described
by Monte Carlo models.

• The JADE and 1(1. algorithms only have ~ 50 % overlap in phase space, i.e. only balf
of the events are classified equally by both algorithms, e.g. as dijet event.

• Due to the selection of min{E;, EJ} in equation 7.6 this algorithm is less sensitive
to perturbation from soft particles than the JADE algorithm. Subsequently, smaller
hadronization effects and model dependences as for JADE are expected. Additionally
the uncertainties in renormalization and factorization scales can be reduced by choosing
a pror-er energy scale [MZ96a, MZ96b, MZ96c, MZ96d, MWZ97].

• The jet cross sections are guaranteed to satisfy the factorization theorem. For that,
absolu te predictions using PDF's can be made [Sey95].



Chapter 8

Initial stale (IS)
perturbalive
radiation

final state (FS)
perturbatlve
radiationIn this analysis the comparison has to be made for deep inelastic ep-scattering events meas-

ured with the ZEUS detector and NLO predictions. Thus, the measured data have to be
corrected for detector acceptance and smearing and for hadronization effects, before the
comparison to the parton level predictions can be carried out. To obtain the needed cor-
rections, numerical Monte Carlo (MC) simulations of ep- scattering events are used, since
the totality of the processes is much too complex for a full analytical treatment. In MC
programs, the knowledge about the underlying physical processes is implemented partially
as the result of analytical calculations, e.g. for the matrix elements, and partially as models,
e.g. to describe the non-perturbative particle evolutions or simplify the calculation of the
detector response.

MC simulations are obtained by an event-by-event computation of the desired hard in-
teraction followed by the step-by-step computation of the additional stages of the event
evolution. For each event a point of phase space is randomly chosen within the allowed
range and each decision in the calculations not analytically fixed is made according to prob-
ability distributions obtained from former measurements, or defined by model parameters.
Thus, many simulated events are needed to model the distributions of measured or predicted
observables.

In a first stage, a so called generator calculates the cross sections of the possible in-
teractions in the phase space and gives, event-by-event, a list of 4-vectors of the produced
particles. Such a generator itself may consist of several interacting parts, modeling different
aspects of the interaction in question. Figure 8.1 gives an overview of the important
subprocesses for this analysis: the hard scattering subprocess, QED corrections, perturbative
QCD radiation from the initial (IS) and final state (FS), i.e. before and after the hard
scattering, respectively, non-perturbative fragmentation and hadronization. Beside of the
QED corrections, these subprocesses find their correspondence in figure 7.1 in section 7.1.

With the list of generated particles, a second computational stage, the detector simula-
tion, is called to trace the 4-vectors through a numerical simulation of the detector, calculate
the interactions with the detector material, the induced detector response and finally the
signal processing by the data acquisition system.

Since all the information from the generator is stored together with the simulated detector
response, measurable quantities can be related to the generated ones and acceptances, effi-
ciencies and corrections can be obtained. As carried out in section 9.1, a MC simulation can
be used to correct the measured data only if it descri bes the data at the level of measurement
reasonably well. In this analysis the corrected data should be compared to QCD predictions
in order to extract a. as a free parameter. Thus, also the properties of the simulated parton
level have to be consistent with those of the predictions. Otherwise the data would be

corrected back to a different state as defined by the prediction and the extraction of the
variable observable within the prediction would not be reliable.

The hard scattering subprocess of the e p -t e' X interaction consists of a pure QED
scattering I q -t q' together with QCD corrections, as introduced in section 4.2. The matrix
elements (ME) for these processes can be calculated analytically in fixed order perturbation
theory, where n in the O(a;) indicates the number of extra partons introduced by the QCD
corrections.

In the presently available MC generators the matrix elements are implemented only to
the first order in as> i.e. to LO, whereas the predictions are available to NLO. The corrections
given by NLO calculations with respect to LO are not small and cannot be neglected in the
predictions. The NLO predictions cannot be compared directly with the LO simulations of
a MC generator. Thus, additional models are needed to simulate the orders beyond LO and
approximate the level of the NLO predictions. This approximation works best if the first of
the higher orders is comparable to the correction given by the next-ta-Ieading order and the
remaining orders can be neglected.

In this analysis the Parton Shower and the Color Dipole Model are used to simulate the
higher orders. Recently it has become questionable whether these models give sufficiently
good approximations of the NLO calculations [DDVZ97J. However, this will remain an
open question until NLO MC generators or better models are available. Presently there



gluon radiation in deep inelastic ep- scattering unlike to the e+ e- case, where all partons are
point-like.

In contrast to the PS model, here no distinction is made between initial and final state
radiation. In addition, par tons are not produced with decreasing virtuality but with decreas-
ing transverse momentum.

The Color Dipole Model alone gives rise only to the O(o~) or the QCDC partonic process.
The BGF process, which becomes dominant at small Bjorken x, is missing in this model.

The Color Dipole Model supplemented by the matrix element calculations for the BGF
process, to cover all processes to t.he order 0(0:), is implemented in the generator ARIADNE
[Lon92].

is no better way as t.he comparison of NLO QCD predictions to LO MC with additional
simulat.ion of higher orders.

The PaTton Shower (PS) approach [BIS87, BS88, IER96] is based on the iteration of the
QCD parton branching processes ('I --t '1g, 9 --+ qq and 9 --+ gg): this is illust.rated as higher
orders in the example BGF event of figure 7.1. In contrast to the exact fixed order ME
treatment, here only the leading log Q2 approximation of the DGLAP equations (eq. 4.29)
is used, which in t.urn allows to simulate arbitrarily high orders. Thus, an approximat.e
description can be achieved for the higher order effects due to multi part.icle emission. It
is the nature of this approximation that t.he prediction becomes unreliable for hard parton
radiation at large angles. In addit.ion, in the LEPTO implementation of this model, the
interference t.erms between initial and final state PS are neglected, preventing t.he model
being gauge invariant_ The latter approximation is forced by the separate procedures in the
calculation of the initial and final parton showers.

Since the Parton Shower model itself
cannot account. well for hard, large angle
emissions it is preferable to use it in
conjunction with matrix elements. In this
combinat.ion the latter account for the proper
description of t.he hard scat.t.ering whereas
the PS model adds softer and collinear
emissions. The maximum virt.uality in the PS
calculations is then set to the cut-off value of
the matrix element in t.he case of O(o~). In
the case of 0(0;) the cut-off value is set to
Ii for the final state shower and to t.he mass
rnp

2of the propagator of the struck part.onjust
Figure 8.2: Gluon emISSIOn m the Color before the boson vertex for the init.ial state
Dipole Model. shower. This adjusts the border in phase
space between the matrix element and the PS calculations such that double counting is
avoided. The minimum limit for hard radiation, set by the cut-off in the ME, serves on t.he
other side as maximum limit for the soft and collinear emitted partons by the PS.

The Parton Shower model as described above is implemented in the generator LEPTO
[Ing91, !ER95, IER96] together with the 0(0;) matrix elements.

The generator HERWIG [M+92] also uses the the PS model in a different implementation
together with matrix elements. This PS implementation addit.ionally takes into account
coherence between the initial and t.he final hadronic stat.e.

The perturbation theory describes the production of colored quarks and gluons which are
not observable due to the confmement. Phenomenological models are used to describe long-
range phenomena and fragmentation, i.e. t.he non-perturbative parton evolution and the
hadronization into observable, color-singlet hadrons.

The model of Soft Color Intemetions (SCI) [EIR96, EIR97] was int.roduced as an alternative
concept to simulat.e events with rapidity gaps, instead of the usage of parameterizations of
an exchanged Pomeron.

The basic idea is that partons emerging from a hard scattering process (including higher
order simulation like within the PS model) may interact soft, non-perturbatively wit.h the
color medium of the proton as they propagate through it. These soft int.eract.ions between
any two of the current or remnant partons cause only small changes in the momentum of
the partons, below the limit of pQCD, but exchange color. Thus, the color topology of
a partonic state entering the hadronization may be significantly changed. In terms of the
LUND string model (cf. sec. 8.2.3) t.his leads in some cases to configurations with color
singlet subsystems which hadronize apart from each other, i.e. leading to gaps in the phase
space where no hadrons are produced. The more probable case is the creation of topologies
without gaps but with a string going back and fort.h between the partons leading t.o an
enhanced production of hadrons between the regions of the current and t.he remnant jet.

The model of SCI is implemented together with the ME calculations and PS model in
the LEPTO generat.or, starting from version 6.3, and can be switched on or off by a steering
parameter. The strengt.h of its effect is controlled by the probability of two partons to have
a soft color exchange.

8.1.3 The Color Dipole Model
In t.he Color Dipole Model (CDM) [ADKT85, Gus86, GP88, AGLP89, Lon95] only two
basic assumptions are made. First it is assumed that all gluon emissions can be described
by radiation from a color dipole field, stretched between the struck quark and the proton
remnant, as illustrated in figure 8.2. Produced gluons may radiate softer gluons and split
into qq pairs which form furt.her approximately independent color dipoles. Second, the struck
quark is considered as point-like, whereas the proton remnant is considered as an extended
object. The latter implies coherence conditions which restricts the available phase space for

8.2.2 The Cluster Fragmentation Model
Fragmentation can be described by the decay of clusters [FW80J. Clust.ers are color-singlet
objects which have been formed from groups of par tons. The basic steps of this process used
together with the PS model by Webber and Marchesini [Web84, MW84] are the following:

• All gluons decay in qij pairs which in turn are distributed to the clusters together with
the other quarks from the perturbative evolution.

• Clusters wit.h a mass larger than a limit decay iteratively int.o lighter clusters.



• The clusters decay to hadrons steered by the density-of-states for the particular had-
rons.

--------1----------- ----.----,o FSR CD vertex corr. 0 sell energy ,

The LUND String Model [AGIS83, BS87, Sj693] considers the potential of the QCD color
forces between partons. Pairs of quarks and anti-quarks are thought to be connected by
slrings formed by the color forces. Addi tional gluons may be located on the string between
the qij pair leading to kinks in the string. As the quarks leave each other, the intermediate
field energy E rises proportional to their distance I: E = K. ·1, with the string constant K. of
about 1 GeVffm ~ 0.2 GeV2• If the field energy is high enough, the string will be cut into
pieces by the production of a qij pair at each hreak in the string. Thus, iteratively, smaller
substrings are formed which are treated independently.

While the particles and strings develop, sll'ing molion takes place. This means that the
partons, linked to a string, exchange a continuous flow of infinitesimal fractions of their
4-vectors via the forces of the string. The leading and trailing edges of these flows, called
corners, subdivide the string_ To hadronize a string, it is broken up into pieces at the
corners. One hadron is now generated from one broken piece of the string. The 4-vector
of the generated hadron is determi ned from the vectors which belong to the corners of the
string by conservation of energy, momentum and flavor. The remaining degree of freedom
in the longitudinal fragmentation is fixed with a fragmentation function.

In ep-scattering the inner structure of the proton remnant has to be taken into account.
Here additional Pt is added by a Gaussian transverse momentum distribution with an average
momentum of 440 MeV (this value was obtained from lepton-nucleon interactions at lower
center-of-mass energies than used at HERA).

The LUND string fragmentation is implemented in JETSET [Sj693] which LEPTO and
ARIADNE use by default for the hadronization. It is used with the default parameters
throughout this analysis.

Figure 8.3: Feynman diagrams of lhe NC Born-level eq --+ eq process (1) together with
lhe QED cOITeetions to the order O(aem): initial (2) and final stale radialion (9), vertex
correcliorl (4) and lhe self-energy lerm (5).

Monte Carlo events from all generators have to be processed by the ZEUS detector simu-
lation and omine reconstruction chain before they are comparable to measured data. The
response of the different detector components is simulated by the software package MOZART
[ZEU93bJ which is based on the GEANT program [Bru87]. The former takes into account
the material and geometry of the detector components and incorporates the present under-
standing of the detector and test beam results. The ZEUS trigger decision on the compo-
nent signals is simulated by the program ZGANA. The full omine event reconstruction is
performed by ZEPHYR. It takes into account the calibration constants and treats measured
data and MC events in the same way.

The Monte Carlo samples considered in section 8.5 were processed by the FUNNEL
versions num95v2.1 and num95v2.9. The differences between them do not affect the com-
ponents used in this analysis. With both, the trigger configuration pocl95 was used which
has become the default one for '95 data analysis. Also with both, the vertex distribution
0.0:1995.0 was used. It has been fitted to the average vertex distribution found in that part
of the 1995 data sample, which has been marked as good for general dala analysis.

Higher order corrections at the electron-boson vertex not only modify the cross section of the
ep-scattering but also affect the relation between event quantities measured in the detector,
such as electron angle and energy, as well as the event kinematics at the hadronic vertex.
The latter means that the proton structure is probed at a different point in the phase space.

Figure 8.3 shows the NC Born level ep-scattering diagram together with the correcting
diagrams to the order O(aem). Similar diagrams as (2-4) exist for the exchange of the ZO
boson. The divergence of the vertex correction term (5) for vanishing photon energies cancels
with those from the initial and final state radiation. Thus, a [mite correction is obtained.
Corrections from terms of the order O( a~JTl) and higher are neglected in this analysis.

These QED corrections are implemented in IlERACLES [KSM92] and can be used
together either with LEPTO or AIUADNE in the combined implementation DJANGO
[SS91]. No combined implementation with HERWIG is available so far.

Table 8.1 summarizes the different combinations of simulation models used within this ana-
lysis. They are ordered according to the quality in the description of data at detector level
and the parton level predictions, as discussed in section 11.4. They will be refered to by
label in the subsequent parts of this thesis.

Note that the HERWIG5.9MC was only used to check the effect of the hadronization
model, since QED corrections were not available for it and its description of the data was
only fair compared to the samples 1) - 3). Technical problems in the data processing on this
MC finally prevented a reliable extraction of the hadron level information. Thus, the ha-
dronization correction caused by the cluster fragmentation could not be added as systematic
check before this analysis was completed. The description of the data by the LEPT06.5 MC
was even poorer and the sample was rejected at an early stage of this analysis.



samples finally used: LEPT06.3luned,ARIADNE4.08and LEPT06.3. Among other parameters
this applies to the number of active quark flavors, the used parton density function, the
handling of aem, the cut-off scheme against the divergences in the QCD matrix elements,
the primordial transverse momentum of partons in the proton and the Weinberg angle!. This
ensures that the three samples are comparable.

No changes at all have been applied to the parameters steering the Color Dipole Model.
The ARlADN.E4.08MC was used in a common implementation with LEPT06.5. This way
the calculations for the BGF process to supplement the Color Dipole Model was provided
by the LEPTO and not by the ARIADNEimplementation. Thus, the LEPTO parameters af-
fecting the BGF process, e.g. LST(20) and PARL(8,9), also affect the global behavior of the
AH.lADNE4.08model.

Only the LEPT06.3Iunedsample has been subject to some kind of a tuning procedure.
In fact, only the numerical parameters, PARL(7,8,9,14), simply were changed from the
LEPT06.3 to the LEPT06.5 default values to obtain LEPT06.3Iuned.

A significant change between LEPT06.3 and LEPT06.5 has been the introduction of the
Z - s scheme for cut-off against divergences in the QCD matrix element calculations in
LEPT06.5: LST(20), (s > sm,n, Zq.min < Zq < 1 - Zq). It is defined as default procedure
in LEPT06.5 and, thus, the BGF part of ARIADNE4.08normally would be calculated with
this cut due to the common implementation. In order to obtain comparable MC samples
and to preserve the feature of the k.1 algorithm, which do not need any cut in z, this cut-
ofTscheme was set back to the LEPT06.3 default, mtj > Ycu'W2, for the production of the
AIUADNE4.08and the LEPT06.5 sample. The steering parameters PARL(8,9) needed to be
adjusted properly, too.

LEPT06.5 has been developed from LEPT06.3 by a new tuning to the measured data. The
parameter changes for LEPT06.3luned take this into account. Two new major concepts had
been introduced with the LEPT06.3 release: the Soft Color Interaction and the dynamic sea
quark treatment. By advancing from LEPT06.3 to LEPT06.5, nominally only the probability
for the Soft Color Interaction increased from 20% to 50% (PARL(7)). Thus, from the
point of application both major concepts are treated in the same way in LEPT06.31unedand
LEPT06.5, but the results on the hadronic final state difTer significantly. The remaining
documented changes between these two versions do not account for the big differences found.
Therefore, it may be suspected that substantial undocumented additions or 'bug fixes' in
the code were made.

One can state the following general features for MC samples which were processed by
the ZEUS detector simulation:

1) AIUADNE4.08 CDM + BGF LUND string O(a~rrJ
ARIADNE 4.08 JE1'SET 7.409 HERACLES 4.5.2

2) LEPT06.3'nned ME + PS LUND string O(a~m)
LEPTO 6.3 JETSET 7.401 HERACLES 4.5

3) LEPT06.3 ME + PS LUND string O(a~m)
LEPTO 6.3 JE1'SET 7.401 HERACLES 4.5

4) HE:RWIG5.9 ME + PS + coherence cluster
HERWIG 5.9 fragmentation

-

5) LEPT06.5 ME+ PS LUND string O(a~m)
LEPTO 6.5 JETSET 7.409 HERACLES 4.5.2

"C01nmon"
LST(12) heaviest flavor in p sea 6 (4)
LS1'(13) heaviest quark flavor in BGF 5
LST(15) used PDF GRV94(HO)
LST(18) (l'em aem fixed (aem(Q2))
LS1'(20) cut-off scheme in ME mtj > Ycu,W2
PARL(3) parton ap, in p [GeV] 0.44
PARL(5) Weinberg angle sin20w 0.2271 (0.2319)
"CDM"
MSTA(32) D1S ME for BGF by LEPTO (ARI)
PARA(3) p'('ax in CDM rad. [GeV] 0.6
PARA(5) p'('ax in QED rad. [GeV] 0.6
"tuning"
PARL(7) probability of SCI - 0.5 (0.2) 0.2
PARL(8) Ycut 0.005 0.005 (0.0001) 0.0001
PARL(9) minimum absolute mij [GeV] 2.0 2.0 (1.0) 1.0
PARL(14) ap, of splitting remn. [GeV) - 0.35 (0.44) 0.44

Table 8.2: Parameters of the MC samples. Given are the used values and in parentheses the
default values if different.

• Monte Carlo's similar to LEPT06.3 describe well the properties of the HFS concerning
jets but significantly underestimate the measured energy flows in the forward region
between current jet and proton remnant.

The sma.ll changes between the implementations of JETSET 7.401 and 7.409 and between
HERACLES 4.5 and 4.5.2 can be neglected for this analysis. The steering parameters have
been chosen to be the same for each case, i.e. the default values of the older versions. Thus,
all the differences in the behavior of the samples 1) - 3) and 5) have to be assigned to the
models simulating the partonic distributions.

In the following, the important parameters for this analysis, presented in table 8.2, will
be briefly discussed. In general the default values were used for all the models unless stated
otherwise (in table 8.2 the default values are given in parentheses if they difTer from the
chosen values).

As many parameters as possible have been chosen to be the same for the three MC

• LEPT06.5, which was tuned under special consideration of the forward energy flow,
fails to describe the jet properties well enough.

• The overall description is best done by ARIADNE4.08.

As will be seen in section 11.4, the combined view on the description of measured data
and parton level prediction will favor in this analysis ARIADNE4.08as the best MC for the
correction in order to extract as from the 1995 data.

!By mistake, the Weinberg angle has beell set to an older world average instead of the presently valid
one. But the effect of this error on the final results is very small and can be neglected.



In order lo determine as from 1996 ZEUS data a different MC sample of the type
ARIADNE4.08has been used, which has three significant differences to the 1995 version of
ARlADNE4.08discusscd above:

• t.his MC sample was processed by the 1996 version of the ZEUS detector simulation to
accounl for the changes inlroduced in lhe 1995/96 shutdown

• it. was was produced with the default z - s -cut scheme (LST(20)) to cut against the
matrix element divergences in the BGF processes

Chapter 9

• by mistake, in the off-line analysis this sample was treated with the 1995 procedure
for lhe noise reduction (but with 1996 run information) and with the nominal beam
energies of 1995, which were slightly different.

The changes in the detector simulation between 1995 and 1996 are sufficiently small to
be neglected, but the applied z - s -cut scheme prohibits the direct comparison of the 1995
and the 1996 MC and, therefore, the combination of both run periods. Due to the third
point lhe reconstruction of the basic kinematic variables for this MC sample is less reliable.

Finally, the 1996 ARIADNE4.08MC sample was generated with a threshold of Q2 >
70 Gey2, i.e. the phase space of the 1995 analysis is not fully covered, but only the 4 bins
with Q2 > 80 Gey2 can be used to determine as.

The Data Analysis

This section will explain the structure of this analysis and the selection performed on the
data and MC samples. It will present the raw data and discuss its features. Finally, the
correction procedure applied to the data to correct to parton level is presented.
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On one side there are QCD predictions, i.e. matrix element calculations, for inclusive
DIS cross section and for exclusive (2+1)-jet parton level cross sections. In ep-scattering
thcy are available up to next-to-leading order (NLO) and any jet finding algorithm may be
implemented (cf. sec. 6.2). The predicted jet cross sections and distributions of kinemalic
variables need to be compared to the corresponding observed quantities on the other side.

In order to provide a link between predicted and observed quantities Monte Carlo models
(MC) are used to simulate the basic physical processes, the higher orders of the evolution, the
parton fragmentation and hadronization and the detector response to the final state hadrons
(cf. ch. 8). By application of ajet finding algorithm the hadronic final state is described by



means of jel obsel'VlLblcs, i.e. Lhephysical quantities determined by such an algorithm. This
algoriLhm lias to be applied in the same way Lomeasured data, each MC data set and also
to the theoretical calculations. Then by comparing different levels in the MC, the parton,
the hadron. and Lhe deLed or level, correction factors or, more generally, unfolding matrices
are derived. With this correction procedure the measured data are corrected to hadron and
parton level in order to be compared to the theoretical predictions.

Several requiremenLs have Lobe fulfilled to give confidence to this indirect way of compar-
ing mt"-a.8ureddata and QCD predictions:

• the me<1.Suredquantities have to be reproduced by the simulated detector level well

• the differences of reconstructed quantities between detector, hadron and parton level
have to be sufficiently small (i.e. the purities and efficiencies for jet finding after ha-
dronization and detedor response have to be reasonable high in each single step)

• the parton level simulation has to describe the characteristics of the QCD predictions,
i.e. the shape of the quantities but not necessarily the magnitude.

The last point depends the way the parton level is defined. In this analysis a comparison
to NLO predictions has to be performed. As only a LO MC simulation of the hard scattering
process is available the higher orders are simulated by the Parlon Shower (PS) and the Color
Dipole Model (CDM) (cf. sec. 8.1.2 and 8.1.3).

The key quantities measured in this analysis are the inclusive DIS cross section, the dijet
cross section and the rate of (2+ 1)-jet events in the DIS regime, where the last two depend
on Ct. (cr. sec. 5.3). These quantities are compared to the predictions made by QCD NLO
calculations with AQCD as the only free parameter. Then Ct. is derived from that value of
AQCD whicll gives the best fit between the measured quantities, corrected to the parton level,
and the predictions.

The event selection criteria in the final off-line analysis applied to measured data and to
simulated MC events can be grouped into three classes.

• The first class of cuts defines the phase space of the analysis. These cuts are in-
dependent of the particular shape of the hadronic final state and the definition of any
jet finding algorithm. Tbey are applied to all data sets in the same way, i.e. to the
measured data, all MC levels and to the parton level predictions.

• The second class of cuts is applied together with a particular jet finding algorithm and
defines which of the jets returned by the algorithm are accepted as valid jets. These
cuts are applied to all data sets in the same way as well.

• The cuts of the third class finally serve to clean up the data samples from background,
e.g. from different physical processes or misidenLified events due to limitations and
errors in the reconstruction at detector level. Thus, these cuts are only applied to
measured data and to MC events at detector level, buL not to the generator levels
(parton and hadron) or to the parton level predictions. If a quantity is not modeled
well enough in the MC simulation a necessary cut on this quantity may even be applied
exclusively to measured data.

A key characteristic to identify a NC DIS event is the identified scattered electron, which is
scattered under a sufficiently large scattering angle and is measured in the central part of the
detector. In this analysis the default electron identificaLion is based only on the calorimeter
information.

Usually in NC DIS the scattered electron appears well separated from the hadronic part
of the final state. Only for events with high Bjorken-y and low Bjorken-x, where the electron
and the current jet are measured in the RCAL, the separation becomes difficult. In general
the algorithms used within the ZEUS collaboration which consist of the following main steps:

• The first step is an algoritllm which groups the energy deposited in the calorimeter
cells inLoobjects, i.e. electron candidates. For this a cluster-, island- or cone-algorithm
is applied. The first looks for isolated clusters of cells with deposited energy. The
second assigns the energy of each cell to a direct neighbor cell with higher energy, if
available, until no further assignment is possible. And the third works in a similar way
as the corresponding jet finding algori tbm.

The object of this section is to describe the default DIS event selection as well as the default
jet finding pmcedure which are used throughout this analysis, unless stated differently.

As carried out in section 3.2.3, the event selection for measured data splits up into two
major parts: first, the event classification by the on-line trigger system and the further
possible specification after the event reconstruction and, secondly, the final selection in the
individual analysis code. The cuts applied in the latter have to be at least as tight as all
prior cuts in the data handling chain. But in general they are chosen tighter.

The classification by the trigger bits (cf. sec. 8.4) is also available for simulated MC
events. But this trigger classification shonld not be used to preselect MC events like it is
done for measured data. This would reject events which meet all requiremenLs at parton
and hadron level but fail on detector level. This class of events is needed to calculate the
proper acceptance corrections between the deLector and the generator levels.

The object oriented ZES data base (cf. sec. 3.2.3), used to speed up the selection of data,
is not available for MC, although technically possible. Bnt the gain in selection speed in
MC is usnaIly very small. The MC daLa samples generally are produced with specific sets of
parameters suitable for the investigated processes and phase space of a few similar analyses
or even only a single analysis. Thus, the fraction of generated events in MC which end up
in the final selection is much higher than for measured data. Therefore, the final selection
cuts is applied to MC samples directly.

• In the second step the algorithm separates electromagnetic and hadronic shower objects
by means of the shape of the shower in the calorimeter. Electromagnetic showers
typically start immediately after the impact of the particle into the calorimeter. They
have a restricted lateral extension.

• From the remaining electron candidates in the final step the algorithm selects the
candidate either with the highest energy, highest Pt or lowest Q2, depending on the
algorithm.

The quality of an algorithm to find scattered electrons is determined with MC simulations
and is expressed in terms of the purity and efficiency of the electron identification. The purity
is the fraction of electrons correctly identified in all found electrons of the MC sample. The
efficiency is the fraction of electrons correctly identified in all generated electrons of the



sample. The purity and efficiency of any electron finding algorithm becomes worse for low
electron energies. Thns, to ensure a minimum quality in the jet finding typically a minimum
energy of the reconstructed electron is required.

In fact, an additional approach has been performed at ZEUS. In the electron finder
SINISTRA a neural network has been set up and trained to determine electron candidates
and t.oassign probabilities to these candidates [ACS95]. The advant.age of this method lies in
the abilit.y to separate distinct distributions in a multidimensional space of many variables
rather than to reduce this space into few separated variables which causes the danger of
loosing some information. This approach has been shown to give higher purities at any fixed
efficiency, and vice versa, with respect to the traditional techniques. Thus, it has become
default within the ZEUS DlS working group and is applied as the default method to identify
scattered electrons in this analysis. Purities higher than 90 % with efficiencies significantly
above 70 % are achieved by all the methods.

As an additional systematic check, the recently developed electron finder EM was used
which basically combines a calorimeter based algorithm built upon the mentioned islands-
method with charged track finding and a sophisticated matching procedure of both types of
information.

Elaborated implementations of electron finders like SINISTRA and EM also involve in-
ternal calls to correction routines to account e.g. for cracks in the calorimeter structure or
misalignments of detector components.

for the energy deposition in the electromagnetic parts of the calorimeter, respectively. These
are requirements to find electrons in a later stage of the event procession.

Within the trigger classifications of the events applied no tracking information was used
in this analysis. A cut on the FLT information of the CTD in the '95 running period would
have caused a < I to 3 % loss of 'good' DIS events - mainly events with an electron in the
BCAL.

After the off-line reconstruction of the events the ZES data base was used to narrow the
phase space of the preselected data sample which had to be processed by the fina.l analysis
code. Here moderate cuts, safely away from the final cut values, were applied on the phase
space variables QbA> XDA, YDA, the uncorrected electron energy and on J'. In addition, a cut
on the z-position of the event vertex reconstructed by the tracking system was performed.

Almost all the cuts covered by this DIS preselection were more tightly defined in the
individual code used for the final analysis to account for the changes which occur after the
application of all corrections in the event reconstruction. Thus, they are not specified in
detail here. Although, the cut on the z-position of the vertex in the ZES selection is an
exception. It was applied already with the final cut value since the reconstruction for the
ZES data base used the same data sources and the same reconstruction procedures as the
final analysis code.

After the preselection, the events are passed to the user defined analysis code. In the analysis
code, before the final event selection is made, some final corrections to the reconstructed
event properties may be applied. These may reflect special requirements by the analysis,
the latest available knowledge or corrections not implemented into the general reconstruction
procedure. This kind of correction is applied only to calorimeter information in this analysis.

In addition, the event analysis is sensitive to the order of application of the corrections
within the essential steps of the processing. Thus, both, the corrections and the order
of application, are described in conjunction in the following. All routines referred to are
part of the PHANTOM library, a collection of analysis routines developed by the ZEUS
collaboration to reconstruct and select physics events from data and MC samples.

To perform an analysis in the regime of DIS, the first task in the handling of the meas-
ured data is to select a clean sample of DIS NC events with the minimum possible contam-
ination by events from other physics processes: like photoproduction (PHP), from diffractive
scattering processes and general background processes, e.g. beam-gas and beam-beam pipe
interactions or halo- and cosmic-muon events.

The first step of preselection of DIS NC events in this analysis is based on the TLT
trigger bit 'DIS bit 14' which in turn gives a subsample of the events selected by the more
general 'DIS bit 11'. Both nags were defined by the DIS physics working group of the ZEUS
collaboration as general purpose selection cuts to select DIS events.

The basic selection of 'D IS bit 11' consists of a complex combination of information from
different branches of the trigger system. A main requirement for a DIS event is a found
electron in the acceptance range of the calorimeter by at least one of four different electron
finding algorithms (LOCAL, ELEC5, EEXOTIC, SINISTRA) with relaxed selection criteria.
A fiducial cut is applied to the hit position of the electron at the calorimeter to ensure a
minimal distance from the RCAL beam pipe and therefore its proper reconstruction (harder
cuts on this quantity also serve as reduction of the rate of events at low momentum transfer
Q2). As an efficient cut against PHP events a cut on the quantity JI is performed (cf. sec.
9.2.4). In addition, global vetos against test trigger, empty and so-called spark events and a
rejection of muon induced events are applied. A timing cut on the calorimeter information
is performed if applicable. 'DIS bit 14' defines some tighter thresholds than 'DIS bit 11' and
introduces also a cut on the minimum electron energy to cut away the phase space regions
where the electron finding algorithms have a low efficiency.

Together with the TLT trigger bit selection, at least one of the FLT trigger bits 'FLT 30'
or 'FLT 44' have always been required since this was not requested in all branches used by
'DIS bit 11'. These two first level trigger bits require isolated clusters and minimal thresholds

Noise Suppression:
The first important step in the event analysis is the noise suppression. By using the routine

NOlSE95M, first isolated cells with energies above a threshold are removed (80 MeV for EMC
and 140MeV for HAC cells) and second a cut on the maximum imbalance of the two read-out
channels of a cell is performed (70 % for cells with less than 0.7 GeV energy). In addition,
cells are removed on a run-by-run selection which were found to be continuously noisy over
some time. Since the noise in the calorimeter is simulated in the ZEUS MC this noise
suppression is applied to the MC samples as well.

Having done this, the final electron identification (cL sec. 9.2.1) provides the energy and
position of the electron.

Corrections to the Electron:
The electron finding algorithms used at ZEUS typically make use only of the calorime-

ter information. Any correction using additional information by the SRTD or Presampler
detectors to account for shower development of the electron in the dead material has to be
applied afterwards. The corrections provided by the SRTD and Presampler are used mutually



exclusively. If the SnTD correction is available it provides the best energy correction and
the best accuracy in the position reconstruction of the electron (routines: SRTDELEC and
subsequently SRTDC95V2). Otherwise the Presampler is looked up which only can provide
an energy correction to the found electron (routine: I'RCLUS). If none of these additional
sources of information are available (e.g. in the BCAL) no further improvement of the found
electron is possible.

The energy correction performed with additional info;'mation from the SRTD or from
the Presarnpler treats measured data and MC differentll for the same reason as the global
hadronic energy correction had to be introduced (see below).

In the MC samples at generator level, the scattered electron from the generator table
(FMCKIN) was corrected for final state bremsstrahlung in order to provide the correction
back to the true vertex (routine: EBREMS).

found at detector level in MC as well as in data to correct the r!~et towards r!~ad before the
cut is performed. "

Unless stated otherwise, the cleaning cuts are applied to the measured data as well as to the
detector level information of simulated MC events. Generally a cleaning cut does not work
perfectly and also removes data events which origin from the process to select. By applying
it to the MC sample it removes similarly events from the generated process, if the quantities
to cut on are modeled well in the MC. This way the acceptance correction obtained from
the MC takes into account the errors introduced by the cleaning procedure.

In this section the properties of the main background processes are discussed. The applied
cut values are summarized in section 9.2.4.1.

Global Hadronic Energy Correction:
By comparing the prbalance between the electron and the hadronic system in DIS events

OPt = p~,ad/pf' a significant discrepancy was found between measured data and MC simula-
tion. The assumption is that the energy loss of particles in the dead material in front of the
calorimeter is not modeled adequately in the MC. In fact, in the detector the distribution of
dead material is a complicated function of the scattering angles (0, </J) which is modeled with
several simplifications in the MC. This problem is complex and not completely understood
so far. Thus, the ZEUS calorimeter group decided to provide a first approximate solution.
A coarse global correction procedure was formulated in the routine CALCORR to account
for the average systematic dilIerence between data and MC: the reconstructed energy of
calorimeter cells in measured data is scaled up by 5 % for cells in BCAL and by 2.5 % for
cells in RCAV. By this correction the reconstructed spectra, OPt, of data and MC match
reasonably well for all polar scattering angles 0.

I-laving done this correction, the hadronic final state can be obtained from the calorimeter
by the exclusion of those cells which contributed to the found electron. Now the kinematic
variables can be finally reconstructed. On these the final event selection by phase space and
cleaning cuts is performed. At this point the event selection of DlS events is completed and
the further investigation of the hadronic final state may start.

Photoproduction Events:
Photoproduction events are characterized by very low momentum transfer, Q2 ;:::::0, due

to the exchange of a photon which is almost on mass shell, i.e. which is almost real. Thus,
the scattering angle of the electron is very small and the electron escapes through the beam
pipe or is tagged by one of the additional calorimeters which are attached directly to the
beam pipe outside the main calorimeter (LUMl, TAGGER).

The quantities 0 and Of are used to separ~te PHI' and DIS events:

E-p.
E - P. +2K,

Jet Energy Correction:
After the jet finding procedure cuts are performed on rf;:~"and P:''::.;n to select the accepted

valid jets. It turns ou I. that the P1.~etof a jet reconstructed at detector level is significantly
lower than the r!~:adof a matching jet on hadron level. Thus, if a cut with the same threshold

• . t
would be performed on both these Pie -spectra, at detector level a much smaller sample would
result. It is assumed that this energy loss is also an outcome of the dead material effects in
the detector. Therefore, a correction procedure for the P{~et has been developed from the
average behavior of the jet momenta in MC (cf. sec. 11.3:4). In turn, it is applied to jets

where the sum runs over all cells of the calorimeter and E.., is the energy measured in the
LUMI and TAGGER system. These quantities peak at 0 = 0 for PHI' events and at twice
the electron beam energy 0 ;:::::2E. for DIS events, with a minimum near the electron beam
energy. In this analysis Of is used in the trigger setup and the sharper cut against I' HI'
events, 0, in the final analysis cut.

I'hotoproduction events may also produce electrons which are measured by the calorime-
ter, mainly via the pion decay 11"0 -t e+e-,. These electrons may be misinterpreted as the
scattered electron from a DIS interaction. Such a fake electron mostly occurs in the forward
direction with low energy and, thus, is characterized by a high Bjorken-y. Therefore, events
with high YEL are rejected. It turns out that at high Q2 a residual background survives
the cut on YEL. Therefore, in this analysis an additional combined cut on forward directed
electrons with low energy is introduced. This is discussed in section 11.1.3.

Diffractive Events:
Among the class of NC DlS events a subclass of diffractive events has been found which

amounts to about 6 % of the total sample (depending on the kinematic range). These events
are characterized by a lack of hadronic energy deposition in the forward direction. The
picture of this interaction is that the proton either keeps its identity or gets into an exited
state and escapes completely through the beam pipe without the usual breakup of the proton
remnant in the DIS interactions. Thus, a gap occurs in the rapidity of the energy deposition,
between the current part of the hadronic final state and the proton direction. The diffracti ve

interaction may be described by the exchange of a so-called Pomeron between the photon
and the proton which, a remarkable feature, carries the quantum numbers of the vacuum
(cr. [ZEU95bj and references therein).

'The energy measured in the Presampler associated with a found electron is converted from MIP to
GeY and weighted with the factors 0.072 for data and 0.051 for MC before it is added to the electron energy.
The SRTD correction is much more sophisticated and described by two sets of eight constants.

2 Actually the correction factor for the BCAL cells originally was determined to 6 % for the 1993 and
the 1994 dat.a sets. After a bug fix in the ZEUS detector MC, concerning the electron shower width and a
shower termination parameter, this was reduced to 5 % for analyses compared to MC samples produced for
the 1995 rul1ning period.



Since his subclass of diffmdive events is not simulated by the DIS MC generators it is
removed from the data sample by a cut which requires a minimumhadronic energy deposition
in the FCAL.

be caused by spark discharges in single photomultiplier tubes (PMT) but not by energy
deposition of particles. Thus, events are rejected which contain cells with a big signal in
only one PMT or with an unphysically large asymmetry in the two readout channels.

Beam-Gas and Beam-Beam Pipe Events:
Protons of the beam may interact with molecules of the residual gas or with the beam

pipe itself. Due to the kinematic conditions, only those interactions are seen in the detector
which took place upstream, i.e. before the protons reached the detector. In such interactions
many secoudary particles are produced which give many tracks in the tracking system and
a high energy deposition in the calorimeter.

To reject events from these processes, the average arrival times of the signals are measured
in the different parts of the calorimeter and are compared to the HERA clock signals. The
relative calibration is chosen in such a way that interactions which take place at the nominal
vertex would give signals in the calorimeter towers with average arrival times of 't = 0 ns'
relative to a HERA clock signal. Background events of the beam-gas and beam-beam pipe
type give negative arrival times in the RCAL due to the very different z-position of the
interaction; figure 9.2 illustrates this.

9.2.4.1 Applied Selections

In the following, those cut procedures and thresholds are listed which are valid for the final
event selection. Again, all routines referred to are part of the PHANTOM library. Most
of the given cut thresholds were developed in former analyses and studies performed within
the ZEUS DIS working group and subsequently have become default to select general DIS
events.

The selection cuts applied in this analysis are:
Applied to measured data only:

• The routine 01TTYP is used to reject test trigger events.

• The routine 01C5VT is used to reject beam-gas events tagged by the VETO wall or
the C5 counter.

• The routines ALHAL02, COMCOS, [SITAMU and MUTRIG are used to reject halo-
muon, QED Compton and cosmic-muon induced events, respectively.

• The routine RMSPARK is used to reject events with sparks in single photomultiplier
tubes.

• The routine EVTAKE contains a history of all hardware and data acquisition problems
during the running periods. Thus, complete runs as well as single events with significant
problems are rejected.

• The following timing cuts on the average arrival times of the calorimeter signals (ti)
have been performed independently on the FCAL and RCAL signals if the timing for
these calorimeter parts was available (which requires a minimum energy of 5 GeV):

Figure 9.2: Average timing oj signals in the calol'imeter Jar ep - scattering events (leJt) and
Jar beam-gas and beam-beam pipe background events (right).

l(tFCAL)1 < 6ns
l(tRcAL)1 < 6ns

I(tFCAd - (tRCAdl < 6ns

Halo Muon and Cosmic Muon Events:
The proton beam is accompanied by a large numher of muons extending in distance from

the beam line up to the size of the HERA tunnel radius. These muons traverse the detector
parallel to the proton beam. In addition, muons from cosmic rays cross the detector pre-
dominantly perpendicular to the beam directions. Muons from both processes may radiate
photons and introduce electromagnetic showers in the calorimeter which could, in principle,
be misidentified as scattered electrons. But, since these events are uncorrelated in time with
the ep-collisions and due to the characteristic shape of the energy depositions in the calori-
meter as well as due to the lack of an event vertex they can be identified and removed very
efficiently.

This cut rejects beam-gas and beam-beam pipe induced events but is not applicable
for MC since the CAL timing is not modeled well.

Applied to MC and measured data:

• To reject diffractive events a minimum energy of 1 GeV is required in the FCAL.

• To reject events from photoproduction a cut on the quantity 5 = E - pz is performed:

Events with a Spark in a PMT:
Sometimes events are observed with a big energy deposition in an isolated calorimeter

cell caused by a huge signal from only one of the two readout channels. This signature can

• Photoproduction events which produce a fake electron and which are still reconstructed
within the defined phase space (cf. sec. 9.2.5) are suppressed by the rejection of events
with a reconstructed electron in the forward direction (0. < 1.0 rad) which in addition
has low energy (E~ < 20 GeV). This cut has not been used in previous analyses, d.
sec. 11.1.3 for its discussion.



• At least one event vertex is required to be reconstructed by the tracking system to
ensure a defined event reconstruction.

the phase space in this direction one would gain only few events from measured data
but become more sensitive to the MC prediction. In addition, at high x the resolution
in x becomes poor.

The main reason for the lower limit is to restrict the fraction of BGF processes in the
hard scattering which becomes dominant at low x. This process is strongly dependent
on the gluon density xg(x, Q2) which is less well constrained in the PDFs. With this
cut also the contribution from the parton shower model is limited [ZEU95a, Tre96J.
Finally for low Bjorken-x and high Bjorken-y the electron identification becomes more
difficult since the electron and the current part of the hadronic system end up in the
RCAL.

With a RMS = 24.0 % XDA provides the best resolution compared to the other
reconstruction methods at detector level and is used throughout the analysis.

• The z-position of the event vertex is required to lie in the range [-50 ern, ... ,50cm].
Outside this range, ill the region or the so-called satellite bunches, the vertex distribu-
tion is not anymore well modeled by the MC.

• At least one found electron was required by the electron finding algorithm with a
probability higher than the default threshold. By default SINISTRA was used. Alter-
natively EM was applied in one systematic check. The default probability thresholds
are 90 % for SINlSTRA and 5.0 reI. units for EM. All other steering parameters were
also used with the recommended default values. If more than one electron candidate
above the cut limit was found then only the most probable one was used in the event
reconstruction. • The range of Bjorken-y has been limited to 0.04 < y < 0.95.

The upper limit serves as cut against photoproduction background in the measured
data. But since this cut uses a basic kinematic quantity it has to be applied as phase
space cut to all data sets.

The lower limit guarantees a minimum energy transfer from the electron to the
proton or, in other words, a minimum invariant mass W of the hadronic system. Thus,
the jet structures in the hadronic final state are formed reasonably well.

Although YEL has the worst overall resolution (RMS = 28.5 %) in the tota.J range
it describes best the behavior of y in the range y > 0.8. Thus, it is used for the
upper cut. The YJB gives the best description at low y and shows the best resolution
(RMS = 17.7 %). It is therefore used for the lower cut. As systematic check also
YDA was used, which gives a reasonable description in both cases .

• The energy of the electron E~ is required to be larger than 10 GeV.
Although motivated by the performance criteria of the electron finding algorithms

at data and MC detector level, this cut is defined as a phase space cut since it cuts
significantly in the selected phase space defined by the other cuts of this class.

The phase space cuts defined here together with the previously defmed cleaning cuts are
referred to as default DIS selection in the subsequent part of this thesis.

o A fiducial cut was performed on the hit position of the reconstructed electron around
the RCAL beam pipe: the event was rejected if the electron was reconstructed in a
square of 30em * 30 em around the beam axis. In this region the reconstruction of the
angle and the energy of the electron is less accurate since a part of the electromagnetic
shower may escape through the RCAL beam pipe. Actually, this cut is almost fully
covered by the cut on the lower edge of the Q2 range of this analysis, i.e. maybe no
event is removed solely by this cut.

The behavior of the important quantities used by the cleaning cuts can be found in
section ll.l.l.

9.2.5 Phase Space Cuts

In contrast to the cleaning cuts described above, the following phase space cuts are applied
to all data sets including the NLO predictions:

• The momentum transfer, Q2, is the key variable of the kinematic quantities in this
analysis since the aim is to determine the strong coupling constant as function of it:
0,(Q2). Its range has been limited to 44 GeV2 < Q2 < 3600 GeV2.

The upper limit has been set due to the insufficient number of (2+1 )-jet events
above 3600 GeV2. But, by using the exclusive J(J. algorithm in the BREIT frame even
an increase of the available luminosity would not increase the number of reconstructed
(2+1)-jet events at high Q2 significantly. This algorithm shows a limitation in resolving
of dijet configurations towards high Bjorken-x and thus at high Q2 (cf. discussion in
sec. 9.3).

The lower limit has been set primarily to limit the amount of data since the total
DIS cross section is almost proportional to Q-4. In addition, it is known that the
hadronization corrections in the jet finding become larger and more unreliable at low
Q2, this is discussed in section 9.4.l.

The Q2-range has been subdivided into six bins with the borders: 44, 56, 80, 160,
320, 640, 3600 GeV2. Thus, with a resolution of the reconstructed QbA found to be
RMS = 12.3%, a minimal width of 2 * RMS for each bin is guaranteed.

• The range of Bjorken-x has been limited to 10-3 < X < 10-1.

Beyond the upper limit at HERA DIS events become rare. With the extension of

9.2.6 Jet Finding
The jet finding procedure is performed on the hadronic final state of an event, i.e. after the
separation of the scattered electron and all final detector corrections. In this analysis the
exclusive f{J. jet finding algorithm is used as it is implemented in the KTCLUS package
[Sey97d].

The hadronic final state is obtained as a list of 4-vectors of particles or calorimeter cells in
the laboratory frame. Since the jet finding is performed in the BREIT frame these 4-vectors
have to be boosted first. For the boost the 4-vector of the scattered electron is needed to
define the axis of the exchanged virtual boson. Therefore, the jet finding is very sensitive
to the reconstruction of the scattered electron. By default in this analysis the electron
was used which was found by the calorimeter based electron finder SINISTRA, corrected
in energy and direction as described in section 9.2.3. As a systematic check, the electron
energy reconstructed from the kinematic variables QbA and YDA :

E~.DA = (1 - YDA)E. + ~~: (9.2)



with Eo the energy of tile incoming electron, was used to alternatively construct the boost
4-vector. POl' the generator levels in the MC sa.mples, the final state electron corrected for
bremsstrahlung radiation was used.

As hard scale for the jet finding Q2 was chosen in order to determine a.(Q2). At recon-
structed level it was found that Q3B gives a very similar behavior in the jet finding as Q;rue
does at the generator level for the favored MC sample (cf. the discussion in sec. 11.3.1). For
this reason it was chosen as the default reconstructed hard scale Q2 and the scales Q2D and
Q2 A

MIX were taken for systematic checks.
The jet finding was performed at the fixed resolution parameter You' = 0.5 (cf. the

discussion in sec. 11.3.2) which also was varied for systematic checks.
In addition to the CUI-rent jets returned by the [(1. algorithm, the particles or cells which

were discarded by the algori thm were reconstructed as the proton remnant. At the generator
levels all par tons and hadrons are available, while at detector level a large amount of energy
of the proton remnant escapes through the beam pipe. Thus, at detector level, the remnant
has a much smaller momentum when compared to the generator levels. In addition, the
proton remnant at detector level may have a different direction than the remnant found at
generator levels. The missing 4-rnomentum at detector level was reconstructed as the pseudo
particle3•

The returned jets were boosted back to the laboratory system without the application
of any cut in the BREIT system. In order to obtain a sample of reliably reconstructed jets,
cuts are applied in the laboratory frame on TJje' < 2.436 (= eje! > 10°) and Pie' > 4.0 GeV to
select the accepted valid current jets (cf. sec. 11.3.3 and 11.3.4 for a detailed discussion). By
these restrictions the purities and efficiencies of the jet identification compared for different
levels are maintained at reasonable levels (cf. sec. 9.4.1).

Before the cut on Pie! is applied, a correction is needed due to the systematically lower
transverse jet momenta at detector level as compared to hadron level, which is interpreted
as due to hadronic energy loss of the jets. Without such a correction this cut would spoil the
relative fraction of accepted jets between detector and hadron level due to the of difference
of the average pie' distributions around the cut value. The measured p, of a jet is scaled by
the average systematic shift before the cut is performed. In average, this takes the effect out
of the purities and efficiencies, which is due of the hadronic energy loss to the jets between
the hadron level and the MC detector level. Subsequently, this effect is also removed from
the correction factors of the jet rates. However, in principle it does not change the measured
jet rate or cross section after the correction to a generator level, i.e. when it is compared to the
NLO predictions. The question is, whether the correction either is formulated in one single
step, by the correction factors alone, or in two, as it is done in this analysis. Within ZEUS
the second solution is preferred since it is shown in ZEUS internal studies (e.g. [Rep96J)
that the global hadronic energy correction of the calorimeter is not sufficient as discussed in
section 9.2.3.

Thus, the default jet finding procedure of this analysis consists of the following
elements: the exclusive /(1. algorithm (KTCLUS) is applied as jet finding algorithm which
is operated at the resolution parameter You' = 0.5 with the hard scale Q2 (reconstructed as
Q3B at detector level). After the jet finding by KTCLUS at detector level first the correction
on pr' is applied (cf. sec. 11.3.4) then, for all data sets at all levels, the cuts TJie' < 2.436
and p:", > 4.0 GeV are applied to find the flOally accepted valid clll'rent jets. Subsequently,
this will be referred to as default jet selection unless stated otherwise.

The valid current jets are counted and each event is assigned to one of the following
classes: (0+ 1)+(1+ 1)-jet events, (2+1 )-jet events and (:2:3+1)-jet events. The exclusive
(2+ i)-jet rate, R2+1> in a selected phase space is subsequently defined as:

R
_ numberof (2 + 1)-events

2+1 - numberof all DIS-events

With this procedure it is possible that events with more than 2 current jets found by
KTCLUS migrate to an accepted (2+1)-jet event. Similarly, events with 2 current jets
found by KTCLUS may migrate to an (1+1)-jet or a (O+l)-jet event. This procedure is
applied in exactly the same way to all data sets as well as to the NLO predictions.

In the 1995 running period HERA delivered an integrated luminosity of I:- = 12.3 pb-I.
From that ZEUS was able to writeI:- = 7.27 pb-I on tape. After application of EVTAI<E
this reduced to I:- = 6.62 pb-I which corresponds to 17,798,323 events from which about
7.3 * 106 passed at least one of the DlS triggers. A small part of the 1995 running period
was used to take data with the location of the nominal vertex shifted in beam direction by
+60 cm and -60 cm to extend the kinematic range of the F2 measurements. These special
shifted vertex runs are not used in this analysis.

Thus, finally this analysis covered an integrated luminosity of I:- = 6.30 pb-I corre-
sponding to 1,871,816 events which passed the clean NC DlS trigger 'DIS bit 14' and were
processed. In fact, by the aid of the ZES preselection with additional constraints on some
key variables like Bjorken-x, y and Q2 to cut out unneeded phase space, the number of
touched events was reduced to 239,951.

After the application of all cleaning and phase space cuts 80,514 events sur vived, which
make up the final DIS data sample of the ZEUS 1995 running period used in this analysis
in the chosen phase space. This sample is shown in figure 9.3 in the (Q2,x)-plane together
with the cuts which constrain the phase space of the analysis.

The default jet finding procedure of this analysis found 5955 events with a (2+ 1)-jet
configuration in the hadronic final state within the final ZEUS 1995 DIS data sample. This
(2+1)-jet event sample is shown in figure 9.4.

Note that the events in figures 9.3 and 9.4 are plotted with their reconstructed QbA and
XDA values. This causes the distribution to smear out over the borders given in terms of
Bjorken-y and E~ by the resolution of the different reconstruction methods.

From figures 9.3 and 9.4 one can obtain also the number of events which ended up in
each Q2-bin. These numerical results of the event selection are summarized in table A.1 in
the appendix A. From these numbers the raw rate of dijet events can be obtained directly
and with the additional information of the integrated luminosity I:- also the total DIS cross
section daJJ}s/dQ2 and the uncorrected exclusive (2+1)-jet cross section dag:;) /dQ2 can be
derived. They are given in table A.1, too. Given are also the propagated statistical errors
for the jet rates and the cross sections. Note that for the calculation of the errors of the
cross sections the error on the luminosity measurement, which is at ZEUS on the order of
1%, was neglected. Analogously the numerical results on the event selection on the ZEUS
1996 data sample are summarized in table A.2. The results of the event selection for the
MC samples used in this analysis (cf. sec. 8.5) are given in the tables A.3 to A.6.

These results of the event selection are shown graphically in figures 9.5 for the raw
exclusive (2+1)-jet rate and in figure 9.6 for the total DIS and the exclusive (2+1)-jet cross

3Thispseudoparticle is similar to the one whichis neededfor the JADE algorithm. But unlikethere it
has no effectto the jet Hndinghere.
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Figure 9.3: The selected DIS data sample Jrom the ZEUS 1995 l'Unning period.
Also given are the phase space cuts, the total number oj selected events and the numbers oj
events in each Q2-bin. The events aI'e plotted with their 7'Cconstructed QbA and XDA values.
This causes the distribution to smear out over the b07·ders by the I'esolution oj the reconstruc-
ted lljorken-y and E~,

Figure 9.4: The selected DIS data sample JI'om the ZEUS 1995 running period with a (2+1)-
jet configuration in the hadronic final state identified by the deJault jet finding procedure.
As in figure 9.9 the phase space cuts and the number oj selected events al'e given.

section. In these figures the upper four plots show the results (a) for the 1995 data in the
six bins of Q2 and, similarly, for the three 1995 MC samples used (b: ARIADNE4.08, c:
LEPT06.3tuned, d: LEPT06.3). The lower two plots show in addition (e) the 1996 data and
(f) the only available MC sample for the 1996 configuration (ARIADNE4.08). For the MC
samples the quantities are given for parton, hadron and detector level in each plot except for
the total DIS cross section in figure 9.6 where by definition no difference is made between
parton and hadron level.

Figure 9.7 compares the detector level results of the different data samples by drawing
their rati()s for the (2+ 1)-jet rates (top), the total DIS cross section (center) and the exclusive
(2+1)-jet cross section (bottom), On the left the data samples are compared to the available

9.3.1 Properties of the Data and Me Samples

For the exclusive (2+1)-jet rate (fig, 9.5a), to first order, a monotonic fall off with Q2 is
expected under the assumption of a running a.. But, by the application of a cut on the
minimal transverse momentum of a jet, Pie', the phase space for the (2+ I)-jet configuration
in the hadronic final state is reduced for events with small Q2. Roughly said, a part of the
momentum transfer Q2 is needed to produce jets with a minimum Pie' and consequently
some invariant mass. Only the remainder can be used to generate an invariant mass of the
dijet system itself which in turn is needed to resolve the two jets as separate structures.
Thus, the higher the Pi:;:'in-cut is chosen at a particular Q2 or, vice versa, the lower Q2 is
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Figure 9.6: Differential total DIS du';j}s/dQ2 and exclusive (2+1)-jet dugtP /dQ2 cross
section for the measUl'ed data oj the l'unning periods 1995 and 1996 and for the con'esJ1onding
MC samples in the six selected bins of Q2. The (2+1)-jet configuration in the hadronic final
state was identified by the deJault jet finding pmcedure. Only the statistical errors are given,
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selected at a Iixed 7J,~:.i,,-cutthe smaller is the residual phase space to fit out a dijet system
with an invari,tnt rm;ss. This may cause a drop of the (2+1)-jet rate towards low Q2 which
is clearly visible in the lowest Q2-bin in the 1995 and in the 1996 data set (fig. 9.5a and
9.5<-). This also c,w be seen in the NLO predictions (lig. 10.1). It is not as obvious in the
three 1995 MC sets (fig. 9.5b-d) but relative to the rise of the (2+1)-jet rate extrapolated
from the higher Q2-bins the values ill the lowest Q2-bin are low, too. This effect cannot be
seen in the 1996 MC sample (fig. 9.5f) due to its production cut-off at 70 Gey2.

A simi lar effect leads to the depletion of the found number of (2+ 1)-jet events near the
cut limit y = 0.04 clea.rly visible in figure 9.4. In this region the invariant mass W2 of the
total hadronic system is small and rarely sufficient to provide a resolvable dijet system.

In addi tion one can see in figure 9.4 that resolved (2+ 1)-jet configurations become rare
at high Q2 limiting the extension of the phase space towards higher momentum transfer
compared to [ZEU95a] although the integrated luminosity is doubled. This behavior is seen
in the MC samples as well. By applying the longitudinal invariant [(1. algorithm much more
(2+ 1)-jet events are found in the high-Q2 region allowing to set a reasonable upper limit
for the used phase space e.g. at 20000 Gey2 [Tas98]. This is interpreted as a feature of the
exclusive [{.l. algorithm which involves Q2 in the denominator of the distance measurement
(eq. 7.8). Hence, at high vatues of Q2 jets do not get resolved any more which would be
resolved at lower Q2. In fact, if one looks at figure 9.4 one finds a depletion of (2+1)-jet
events even at medium Q2 and large values of Bjorken-x. For this region the high x-value
boosts the particle in the BREIT frame towards the boson axis and a higher invariant mass
is needed to bend them to the outside again in order to get resolved as separate structures.
Only rarely this invariant mass can be provided at these relatively low values of Bjorken-
y. The longitudinal invariant [(1. algorithm therefore should identify only few (2+1)-jet
configurations in this region, too.

In the (2+ 1)-jet rate obtained from the measured 1995 data (fig. 9.5a) a turn-over is
observed: the dijet rate in the fifth bin (320 Gey2 < Q2 < 640 Gey2) is found to be un-
expectedly low compared to the MC predictions. This can be seen clearly from figure 9.7a
where the rate in this Q2-bin from 1995 data lies about 30 % lower than the rates from the
simulations. This structure turned out to persist against any systematic check or correction.
A comparison to the (2+1)-jet rate obtained from the measured 1996 data with the same
selection procedure shows that this effect is not observed there. It therefore is neither of
physical nature nor introduced by the event selection. The relative difference of the (2+ 1)-jet
rates between the 1995 and the 1996 data set is 4.0a95 for the fifth bin and < 2.3a95 in the
other bins. This effect finally is interpreted as a statistical fluctuation in the data samples.
Nevertheless, the statistical uncertainty is by no means the limiting factor of the accuracy of
the determination of as in this analysis as the systematic uncertainty turns out to be larger
by one order of magnitude.

Besides this statistical fluctuation in the data samples at high Q2 the exclusive (2+1)-jet
rates agree well for the 1995 and 1996 data and MC samples (fig. 9.7b). The simulation
of the (2+1)-jet rates by the MC samples is less accurate. ARIADNE4.08overestimates the
(2+ 1)-jet rate by 10 to 15 %. So does LEPT06.3 which in addition describes not well the
shrinking of the phase space for (2+1 )-jet configurations at low Q2. This last problem is
shared by LEPT06.3Iuned which in contrast matches better the (2+ 1)-jet rate.

By comparing the total DIS cross sections it turns out that the data samples agree
very well within 1a95 for the 1995 and 1996 data samples as well as when compared to
each of the MC samples as can be seen from figures 9.7c-d4• Only the 1996 sample of

AR.lADNE4.08underestimates the total DIS cross section given by the other data and MC
samples by typically 1.5 a95. This last point is not understood.

Thus, all differences in the (2+ I )-jet rates between the samples discussed above can be
traced back to the behavior of the exclusive (2+1)-jet cross section. Figures 9.7e-f show
the same structures as discussed by means of figures 9.7a-b. This reflects that all the MC
samples describe well the inclusive DIS quantities but differ in the description of the internal
structure of the hadronic final state, i.e. the shape of the dijet system (cf. sections ILl and
11.2). The second reason is that the exclusive (2+1)-jet cross section is much smaller and,
thus, has much higher statistical errors as compared to the total DIS cross section.

The results of the event selection and the jet finding presented in this section now are
the base for the subsequent determination of a,.

The results from the event selection on the MC samples for the exclusive (2+ 1)-jet rate and
the cross sections are used to obtain correction procedures which can be applied to the data
samples in order to correct them to parton level.

In this analysis the simple bin-by-bin correction procedure was applied: the physical
quantities R are determined in each chosen bin in phase space on each defined level in the
MC sample. Then, in each bin i separately, the quantities R1evel on different levels are related
by scalar correction factors

In this analysis, by convention, the correction factors have to be multiplied to the quantity
R obtained from reconstructed level, i.e. to the more advanced level in the event evolution,
to correct a quantity back to an earlier stage in the evolution. Thus, the hadron level is
treated as the reconstructed level with respect to the parton level as the detector level is
with respect to both.

Bin-by-bin correction factors do not take into account a possible migration between the
bins in phase space. The following two cases give the same bin-by-bin correction factors:

• There is no migration, i.e. the resolution of the kinematical variables is perfect

• The migration has the same strength in all directions, i.e. for each pair of bins the sum
of exchanged events is zero.

None of these situations can be expected for a real experiment.
To view the effects of migration in this scheme of correction one has to look at the purities

and efficiencies of the event reconstruction in the bins of phase space. In this analysis the
pur'ity, p, of the reconstruction of a (2+1)-jet configuration in the hadronic final state is
defined as the fradion of events which were generated with a (2+ 1)-jet configuration in the
sample of events which were reconstructed with a (2+1)-jet configuration. The efficiency,
c, is analogously defined as the fraction of events which were reconstructed with a (2+1)-jet
configuration in the sample of events which were generated with a (2+1)-jet configuration,

number of (2+l)_eventsgenEEirec
number of (2+1)-eventstec

number of (2+l)_eventsgenEEirec
number of (2+I)-eventsgeu

there the errors are blown up by computing the ratio, but they refer to the statistical errors of the 1995 data
sample (CT9') given in the figures 9.5 and 9.6 and in the tables in appendix A.
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Since the (2+1)-jet rate R2+1 is defined as the ratio of the number of the exclusive (2+1)-jet
events and all DIS events (eq. 9.3) the correction factors for the dijet rate, j,C., are defined
differently to the correction factors used to correct the cross sections, U Ci,

j,C- - number of (2+l)-evenLsgen * number of DI5-evenLsrec
• - number of DI5-evenLsgen number of (2+I)-eventsrec
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Thus, the ratio pit gives the values of the correction factors for any physica.l quantity
considered. But the errors may not be derived from this ratio since only the 'generated and
reconstructed' subsample would be considered and the error overestimated. In addition, the
correction factors in this analysis are deri ved from correlated data samples. In this case an
error calculation under the assumption of independent data set would strongly overestimate
the size of the errors, too. Therefore, a method is utilized which is based on the Gaussian
error propagation with consideration of the correlation of the data sets as it is discussed
in [Rep98aJ for correcting cross sections. It easily can be generalized to handle jet rates,
i.e. ratios of cross sections, too. Consider a correction factor C as defined in eq uation 9.7
obtained from a MC sample. Now, the following subsamples are defined:

number of generated events
number of reconstructed events

number of generated and reconstructed events

number of generated and not reconstructed events = G - D
number of reconstructed and not generaLed events = R - D

For the errors of these samples Poisson errors are assumed: i.e. t:.D = "fJ5, t:.E = "fE ....
The correlation of the data sets is now taken into account by the definition of the correction
factor,

10' 10' Q' [GeV']

d,,('+I)/d ': 199611995
C=D+E

D+F
which is identified with the definitions given in equations 9.6 or 9.7, depending on which
quantity has to be corrected. In fact, in the case of the (2+1)-jet rates to be corrected the
identifications

number of (2+J)_eventsgenEllrec
number of DI5-eventsgenE!lrec

number of (2+ I )_evenLsgenEllrec
number of DI5-evenLsgenEllrec

number of (2+I)-eventsrecEllgeri

number of DIS_eventsrecEllgen

have to be made. By application of the Gaussian error propagation the error of the correction
factors, t:.C, becomes

Figure 9.7: Relative comparison on detector level of the results of the event selection for
the (2+1)-jet rates (top), the total DlS CI'OSS section (center) and the exclusive (2+1)-jet
CI'OSS section (bottom). On the left the data sam/lies are compared to their cOrl'esponding MC
samples, on the right 1995 and 1996 results are compal'ed.
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Special care has to be taken on the right binning of the quantities. Quantities which make
a s(,al.ernent. aboul. a part.icular level of reconst.ruction, like G and R, have to be classified
by t.he kinematical variables on that level, i.e. in t.Ilis analysis at detector level the events
are binned in QIJA and at parton or hadron level in Q~,ue' Quantities which relate different
levels are not. defined in tltis sense. The followed rules here are:

• If tile quantit.y is a ratio it. is classified by the kinemat.ical variables of the level
considered in t.he denominat.or

• If the quant.ity express the same requirement. at both levels, like D, it is classified by
tile kinematical variables of the level which appears first. in the event evolution, i.e.
parton before hadron or detect.or level, and hadron before detector level.

•..
c=~
i

"d

c=.c:
0.75U

~
w 0.5

The last rule ensures t.hat. t.he correction factors are derived from quantities which are binned
in the true variables which have perfect resolution. If this is done wrong significant changes
to the correction factors and subsequently to the final results can be made especially at
low Q2 where the migration effects become larger. The first rule causes the efficiency to be
binned also in the true variables but the purity t.o be binned in the reconstructed variables.
This does not affect t.he correction factors which are derived independently from the purities
and efficiencies.
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9.4.1 Purities, Efficienciesand Correction Factors
The correction factors for the exclusive (2+1)-jet. rates as well as for the corresponding cross
sections already can be estimated from the results of the event selection given in the figures
9.5 and 9.6. From these plots it. gets obvious that the (2+1)--jet rates and the dijet cross
sections found for the hadron level are significant lower than for parton and hadron level.
This is a remarkable feature as it indicates that although the correction factors between the
detector and parton level may be close to 1.0 they involve a correction 'back-and-forth' via
the hadron level leading to low purities and efficiencies. This can be seen in figure 9.8 for
the purities and efficiencies of the exclusive (2+1)-jet finding which are shown in the six bins
of Q2 separately for the t.ransitions between part.on and hadron level, i.e. the hadronization,
between hadron and detector level, i.e. the detector correction, and for the direct transition
from parton to detector level. In addition the three 1995 MC sets are compared.

From figures 9.8a and 9.8b one can see the effect of the hadronization. The purities
are of the order of 80 % while the efficiencies are lower, at the order of 60 %. This leads
to hadronization correction factors of the order of 1.3 or higher, which are shown in figure
9.9a. Both, the purities and the efficiencies drop towards smaller values of Q2 in a similar
way which reflects the stronger migration there, i.e. stronger hadronization effects. But due
to the similarity of the shapes of the purities and efficiencies they cancel to large extent in
the correction factors. The residual effects lead to a rise of the correction factors towards
higher Q2 for the LEPTOMC samples and to a small tendency to drop for ARIADNE4.08. It
is remarkable that the values for ARIADNE4.0Stypically lie about 0.1 or even more higher
than for the other bot.h MC samples and the values for LEPT06.3Luned still lie about 0.05
higher than for the LEPT06.3 sample.

The acceptance and smearing effects of the detector can be seen in figure 9.8c and 9.8d.
The disturbance of the detector effects on the jet reconstruction is much stronger than for
the hadronization effects. The average purities here are only around 30 % with efficiencies
of about 45 %, again with ARlADNE4.08higher t.han the other two by typically 0.1. This
leads to correction factors of the order of 0.7. The purities and the efficiencies drop here
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Figure 9.8: Purities p (left) and efficiencies c (right) for the exclusive (2+ 1)-jet rate in
six bins of Q2 using diffel'ent 1995 MG. Separately given al'e the purities and efficiencies
with elTors from elTor p1'Opagationwithout regarding the correlation of the data sets for the
transition between parton and hadron level (top), hadron and detector level (center) and the
direct transition from parton to detector level (bottom).
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towards lower Q2, too, reflecting a deterioration of the reconstruction of the jets. Here the
effect seems to be more pronounced as compared to the hadronization. But again, t.he shapes
cancel to a large extent leaving only a slight drop of the correction factors (fig. 9.9b) towards
higher Q2, weakest for ARIADNE4.08and most pronounced for LEPT06.3.

In both cases, the hadronization and detector correction, ARIADNE4.08provides highest
purities and efficiencies and the correction factors closer to 1.0.

The result on the full transition between parton and detector level in one single step,
omitting the hadron level, is shown in figures 9.8e, 9.8f and 9.9c. The purities and ef-
ficiencies simply reflect the sum of all the properties of the transitions discussed above.
The significant deviations from 1.0 of the correction factors for the single transition steps
cancel to some extent leading to the mentioned correction 'back-and-forth' via the hadron
level. ARIADNE4.08shows with typical correction values of 1.1 a different result than the
LEPTO MC samples with values of about 0.9. This is an outcome of the different relative
behavior of the correction factors of ARlADNE4.08compared to the LEPTO Me samples
discussed by means of figures 9.9a and 9.9b. But there is no sensible explanation for the
rather low value of the highest Q2-bin for the ARIADNE4.081995 MC sample, wh.ich is not
seen in the ARIADNE4.081996 MC sample. The only reason is the low purity in the detector
correction which easily could be caused by a fluctuation due to the low statistics in that bin .

The numerical values of the purities, efficiencies and correction factors of the three MC
samples are summarized in the tables B.1 and B.2 in appendix B for the exclusive (2+1)-jet
rate. Table B.3 gives the correction factors to correct the total D1S cross section datot IdQ2
and the exclusive (2+1 )-jet cross section da(2+I) I dQ2 to hadron and parton level.
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The obtained corrections were applied to the results of the event selection of the 1995 and
1996 data presented in section 9.3. The first aim of this analysis was to obtain the exclusive
(2+ 1)-jet rate corrected to parton level in order to determine a. from the (2+1 )-jet rate.
In parallel the exclusive (2+1)-jet cross section corrected to parton level was calculated to
determine a. from the (2+1)-jet cross section as well. As a byproduct also the corrected
hadron level (2+1 )-jet rate and the hadron level cross sections were calculated. All these
results are listed numerically in the tables C.1 and C.2 in appendix C.

To calculate the cross sections quoted in this analysis only the standard procedures,
well established and incorporated into the released reconstruction program packages, were
applied. But there are known deficiencies in the present standard way of measuring cross
sections.

The longitudinal vertex distribution in ZEUS data is underestimated by the plain MC in
the area of the s~called satellite bunches (located at about z = -80 cm and z = 70 em).
This can be cured by a vertex reweighting procedure obtained from a minimum bias sample
[AQ98] which has to be applied to the MC samples.

The luminosity measurement for data is less accurate for the fraction of ep- scattering
events originating from the region of the satellite bunches which introduces an additional
uncertainty on the absolute value of the measured luminosity.

The uncertainties in the cross section measurement due to the satellite bunches is reduced
in this analysis by the application of a cut on the longitudinal vertex distribution. The
absolute systematic uncertainties in the luminosity measurement are 1.1% for the ZEUS
1995 data and 1.3 % for the ZEUS 1996 data. It was omitted to propagate these errors in
the quoted hadron and parton level cross sections in appendix C.

Figure 9.9: Correction factor's jrc for the exclusive (2+1)-jet rate in six bins of Q2 using
different 1995 MC. Separately given are the c01Tection factors with errors calculated by
equation 9.11 for the transitiOll between parton and hadron level (top), hadron and detector
level (center) and the direct transition from parton to detector level (bottom).
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The Determination of as

In this chapter the a. value is presented which was determined in this analysis. The method
to determine a. is described and is applied to the exclusive (2+ 1)-jet rate, R2+1, as well as to
the exclusive (2+1)-jet cross section, (7(2+1),found in the ZEUS 1995 and 1996 data samples.
The question is discussed whether the data supports the running of a•. An attempt is made
to determine a. also from the difTerential jet rate D2 from the 1995 data.

Figure 10.1 presents various sets of NLO predictions for the exclusive (2+1)-jet rate as they
were obtained from MEPJET version 2.0 [MZ97b]. Figures 1O.la-b show the set obtained
by applying the default phase space cuts and the default jet finding procedure and cuts,
while figures 1O.lc-f show different sets used for systematic checks. The same jet finding
procedure, the I<TCLUS implementation o[ the exclusive Kl. algorithm, was also used with
MEPJET.

In order to provide predictions [or different values of a., MEP JET version 2.0 was slightly
modified. Normally MEPJET gets the value of AQCD, i.e. the value of a., from the selected set
of parton density functions (PDF) and uses it internally [or the matrix element calculations.
For this analysis the possibility to override the value o[ AQCD was added, a feature which
became part of MEPJET with the release of version 2.l.

In ead. chosen Q2-bin a set o[ predictions was obtained for the six values of AQCD =
100,200,300,400,600,800 MeV. In separate runs the total DIS and the exclusive (2+ 1)-jet
cross sections were calculated for each value of AQCD and each bin, together with their
numerical errors. The exclusive (2+1)-jet rate subsequently was derived [rom their ratio.

By default the GRV(HO) [GRV95] parameterization of the parton density [unctions was
used. With this set all the calculations were performed which were needed for the systematic
checks. Ir. addition the parameterization MilSA [MRS94] and CTEQ4M [LHK+97] were
used with the default selections. The numerical results o[ the NLO predictions on the total
DIS, the exclusive (2+1)-jet cross section and the exclusive (2+1)-jet rate using the default
selections and the three PDFs GRV(HO), MRSA and CTEQ4M are given in the tables 0.1
to 0.3 in appendix D.

For the default selection, GRV(HO), the results on the exclusive (2+1)-jet rate are plotted
in figure Hl.1a. There the total data set is ordered in different subsets with varying AQCD'
This way o[ plotting corresponds to the representation of the measured (2+1)-jet rates
obtained from data given in figure 9.5. The (2+1)-jet rate strongly rises towards low values
of Q2, as it is predicted [or the running o[ a•. The rise becomes significant stronger with

Ptjd,torf > 4 Ge V, 111tt < 2.436

o 44<Q:<56: (Q:)= 50 GeV

~ ij~82;~~O (?Q~~=6fl~(jev
o 16O<Q <320: (Q )= 219 GeY
<> 320<Q:<640: (Q2~= 435 GeY* 64O<Q <3600 : (Q )= 1128 GeY

.0

1S~ 1000
A QCD [MeV]

PWdPrr> 5 GeV, lljd < 2.436

Figure 10.1: MEPJET predictions on the (2+1)-jet rate fo," different AQCD using GRV(HO).
For the default jet selection (top) the (2+1)-jet rates are plotted versus Q2 (left) and versus
AQCD (right). In addition, the (2+1)-jet rates a'"eshown for the performed variations in p{e!
(middle) and ,.fe! (bottom) in the jet selection.
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An example of the complete procedure to determine a. from the measured quantities
is visualized in figure 10.2. The raw uncorrected (2+1 )-jet rates (fig. 10.2a) are corrected
to parton level (fig. 1O.2b) by the correction factors obtained from the selected MC sample
(here the default choice ARIADNE4.08). The parton level (2+1)-jet rates in turn are com-
pared for each bin of Q2 separately to the corresponding set of NLO predictions (fig. 1O.2c).
In this analysis the dependence of the NLO predictions on the variation of A~CD is para-
meterized by a linear fit. Although the true dependence is more complex this serves as good
approximation. With the help of this fit the parton level (2+1 )-jet rate is projected to the
interpolated value of mea. AQCD, as shown in figure 10.2c. The same is done for the errors of
the parton level (2+ 1)-jet rate in order to obtain the errors on mea. AQCD' With equation 2.11
mea. A~CD can be calculated. A~CD was used internally in the NLO calculations performed by
MEPJET. This was chosen since the full phase space of this analysis lies above the threshold
of the l>-quark mass. Then finally a.(Q2,mea. AS) can be obtained from equation 2.10. The
values of Q2 used in this calculation were obtained from the average of the Q2 distribution
(Q2) in the selected DIS sample of the 1995 data sample. These (Q2) (cf. table A.1) were
used as bin centers throughout this analysis as there were no significant differences found
for the other samples.

The results of the determination of a. from the exclusive (2+1)-jet rate will be presented
in section 10.2.

Figure 10.3 shows a comparison of the exclusive (2+1)-jet rate, the total DIS and the
exclusive (2+1)-jet cross section, obtained from 1995 ZEUS data and corrected to parton
level by ARIADNE4.08,with the corresponding predictions of MEPJET using GRV(HO) at
different A4 for the default DIS and jet selections.

From figure 10.3a one can see that the shape of the exclusive (2+1)-jet rate found from the
ZEUS data is well reproduced by the MEP JET predictions. This indicates that the data are
compatible with the running of a. which is a key ingredient of the NLO QCD calculations.
In addition, it can be seen that from the ZEUS 1995 data, corrected by ARIADNE4.08, a
value of mea. AQCD above 400 MeV will be extracted, i.e. a value of a. which is significantly
higher than the current world average.

In figure 10.3b the total DIS cross section obtained from corrected 1995 data is norma-
lized by the result of the NLO prediction at different AQCD' The ratio is higWighted with the
result from AQCD = 400 MeV. One can see that the prediction of MEP JET on the total DIS
cross section has a dependence on AQCD, although it is very small. This is a known feature
and is caused by the method how the total cross section is calculated within MEPJET. It
is remarkable that the total cross section obtained from the corrected 1995 data is under-
estimated by the MEPJET predictions by about 15% to 20% if GRV(HO) is used. This
effect is smaller but still present if the parton density functions MRSA or CTEQ4M are used
as can be seen from the analogous figures 10.4b and 10.5b (for a numerical comparison see
the tables C.2, D.1, D.2 and D.3 in the appendix).

A similar comparison is shown in figure 10.3c for the exclusive (2+ 1)-jet cross section.
The spread of the curves here reflects the variation of a. in the matrix element calculations.
The highlighted curve with the MEP JET results obtained at A~CD = 400MeV is near the
result which finally will be determined from the exclusive (2+1)-jet rate (cf. fig. 1O.3a). The
MEPJET prediction on the exclusive (2+1)-jet cross section seems to underestimate the
corrected cross sections from data in the same way as it was found for the total DIS cross
section. Thus, in a determination of Q. from the (2+1)-jet rate these effects cancel. But if
Q. is determined only from the exclusive (2+ 1)-jet cross section a value of mea. AQCD will be
preferred which leads to a ratio of about 1.0 in figure 10.3c. Therefore figure 10.3c shows
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uncorrected
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higher values of AQCD' At low values of Q2 a break-down of the (2+1)-jet rate can be
observed, especially for small values of AQCD' This is due to the phase space effect discussed
in section 9.3.1. It becomes much more prominent when the cuts on the jets are tightened.
This can be seen for a higher threshold for the Piet in figure lO.1d and for a lower value of
the maximum allowed pseudorapidity rlet in figure 10.H. This effect relaxes slightly when
the cuts are widened (fig. lO.lc and lO.le).

In figure 10.lb the same default data set is shown as in figure 10.la, but now the rates
are ordered in different subsets of Q2-bins which are drawn as functions of AQCD' This way
the set of predictions with varied AQCD can be compared to the measured exclusive (2+1)-jet
rates in a single bin of Q2, corrected to parton level. Thus, the measured mea. A~CD can be
interpolated. And from this, a. can be calculated easily.
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Figure 10.5: As figwoe 10.3 but using CTEQ4M in the MEPJET prediction.

that for the determination of Q. from the exclusive (2+1)-jet cross section alone a value for
mea. AQCD of about 600 MeV has to be expected; i.e. even significantly higher tha.n from the
exclusive (2+1)-jet rate.

The tendencies discussed for the predictions using GRY(HO) are similar for MRSA and
CTEQ4M, as can be seen from the figures 10.4 and 10.5. Here the highlighted curves for the
cross section comparisons (b-c) in these plots were obtained from the ratio with the MEPJET
predictions calculated at AQCD = 600 MeY, which is nearest to the result for Q. determined
from the exclusive (2+1)-jet rate in these cases (a). In both cases the difference in the total
DIS cross section between corrected 1995 data and predictions is slightly smaller. But the
underestimation of the exclusive (2+ I)-jet cross section by the predictions using MRSA or
CTEQ4M is bigger than for the GRY(HO) prediction. Thus, Q. determined only from the
exclusive (2+1)-jet cross section using predictions made by MRSA or CTEQ4M becomes
even larger compared to the case using GRY(HO). Due to the different relative changes of
the total DIS and the exclusive (2+1)-jet cross section between GRV(HO) and MRSA or
CTEQ4M also the predicted (2+ 1)-jet rate turns out to be smaller for MRSA or CTEQ4M
than for GRY(HO). Therefore, the a. values determined from the exclusive (2+1)-jet rate
become significantly larger if the MRSA or CTEQ4M predictions are used instead of the
GRY(HO) prediction (cf. figures lO.4a and 10.5a).

This difference in the NLO predictions using either GRY(HO) or MRSA/CTEQ4M turns
out to be one of the dominant systematic errors of this analysis.

Figure 10.6 presents the values of a. determined from the exclusive (2+1)-jet rate R2+!
using ZEUS 1995 data and ARIADNE4.08for the correction and GRY(HO) in MEPJET.
The results are given in six bins of Q2 (full circles) as well as in one big bin covering the full
Q2 range (open circle). Only the statistical errors are given here. In figure 10.6a the results
are presented at the mean momentum transfer (Q2) of the corresponding Q2-bin a.s a.(Q2),
while in figure 10.6b the same results are evolved to Q.(Mn. In figure 1O.6a also a group
of curves is given, indicating the size of the running a. for different values of A~CD as it is
predicted by eq. 2.10. The result in the full Q2 range reads:

This result was derived from the jet rates of the corrected data of the full Q2 range by
comparing to the MEPJET prediction directly, not by using the results of the smaller Q2_
bins. The predicted jet rates were calculated from the sum over all Q2-bins of the total
DIS and the (2+ 1)-jet cross section. This way, the result determined in the full Q2 range is
consistent with the results determined in the single Q2-bins. Due to the higher statistic of
the full data sample the error of this result is hidden by the symbol in figure 10.6.

Figure 10.7 presents the corresponding results obtained by using ZEUS 1996 data and the
1996 sample of ARIADNE4.08. As this MC sample has a production limit of Q2 > 70 Gey2
only the phase space with Q2 > 80 Gey2 was available for the determination of Qs. It gives
the result: a.(M;) = 0.1234 ± 0.0010.

The numerical results, also for the Q2-bins, are given in the table 10.1 together with the
corresponding values of AQCD and A~CD and the statistical errors. From these numbers one
can see that both data sets agree very well with each other.

By comparing each single Q2-bin one finds that the 1995 and 1996 results typically agree
within 1.5 (J"9~at. An exception is the bin 320 Gey2 < Q2 < 640Gey2 of the 1995 result. As
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Figure 10.6: (a): a.(Q2) with statistical errOI'S only in six bins ofQ2 (full circles) and in one
big bin (open circle) detel'mined from the exclusive (2+1)-jet rate RH1 using ZEUS 1995
data and AlUADNE4.08 jor the correction and GllV(HO) in MEPJET. (b): the same data
evolved to a.(M;). The statistical ermr of the result in the full phase space is small and
hidden by the symbol.

discussed in section 9.3.1 this bin exhibits most probably a statistical fluctuation. It differs
from the other results by about 2.5 a~~at in the final results.

One further can see that the results in each single data set are consistent with a single
value of a~(Mn within about 1a~~at,while these single values obtained independently from
the two data sets agree with each other within 1.5 a~~at.

Thus, in a global view, the results from both data sets exhibit a very good consistency.

Figure 10.7: Similar diagram as fig. 10.6, here jor ZEUS 1996 data. Only the region Q2 >
80 GeV2 can be used due to the limitation in the ARIADNE4.08 MC.

the results to the ZO mass was done with eq. 2.10. The group of functions with constant
A~CD in the figures 10.6a and 10.7a correspond to the prediction of the running of a•. And
judging by eye the determined results on a. seem to agree well with this prediction.

To be more unbiased in judging, fits were performed to the individual a. values depending
on Q2. The ansatz of a running a. was checked against the ansatz of a constant a.:

• By assuming a constant a" a constant value of a.(Q2) was fitted to the results
presented in figures 10.6a and 10.7a, i.e. a horizontal line.

• By assuming a running a" a constant value of a.(Mn was fitted to the results
presented in figures 10.6b and 10.7b.

The fact that the a.-results of different, independent Q2-bins are consistent with a single
value of IX.(Mn, implies that they are consistent with the running of a•. The evolution of

The numerical results of these fits to the two data samples are listed in table 10.2. One
finds that, if a constant a. is assumed, the x2-values (x2/dof = 14/5 for 1995 data and
x2/dof = 10/3 for 1996 data) are typically ten times la.rger compa.red to the assumption of
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running a. (X2/do! = 1.4/5 for 1995 data and X2/do! = 0.58/3 for 1996 data). Thus, the
results on a. from the 1995 & 1996 data samples support strongly the running ()f a•.

This statement holds if LEPT06.3",",cdis used for the correction instead of ARiADNE4.08,
but the difference in X2 reduces to a factor of about three (cf. table F.2 in appendix F). By
looking at the corresponding figure F.3 one finds that this is caused mainly by the two bins
with highest Q2 and lowest statistics. Thus, the view is spoiled by these two bins. The four
lower Q2-bins look almost as consistent with the running of a. as if ARIADNE4.08is used.
Therefore, the general picture is not changed.

This statement also holds for the determination of a. from the exclusive (2+ 1)-jet cross
section a(2+1). From table E.2 in appendix E one finds differences in X2 by factors of four to
ten. Here the absolute x2-values are reduced as compared to the ones found for the (2+ 1)-
jet rate since the statistical errors are larger. But the running of a. is supported by this
way of determination of a •• too (see also figures 10.8 and 10.9 in sec. 10.3). This does not
surprise, as the ratios of corrected data cross sections over MEPJET predictions, as given in
figure 10.3, essentially are constant with Q2. The running of Q. enters only via the exclusive
(2+1)-jet cross section. Thus, if the data is consistent with the running by determining
a. from the exclusive (2+ 1)-jet rate, it will do so also if a. is determined from the exclusive
(2+ 1)-jet cross section alone.

As will be seen in section 11.5, by applying systematic variations to the process of de-
termination of a., the absolute values vary significantly. But the variations are strongly
correlated in the bins of Q2: the shape of the results a.(Q2) stays almost the same, es-
sentially only the magnitude of the whole set of points is moved. Thus, the systematic
variations do not change the significance of the data in supporting the running of a •.

O:s from Exclusive (2+1)-Jet Cross Section 0"(2+1)

The method to determine a. from exclusive (2+1)-jet rate described in section 10.1 can be
easily applied to the determination of a. from the exclusive (2+1 )-jet cross section, too.
Here the absolute exclusive (2+1)-jet cross section agti) or the differential exclusive (2+1)-
jet cross section dagti) / dQ2 simply takes over the place of the exclusi ve (2+ 1)-jet rate. The
second variant was applied in this analysis.

The results on the determination of a. using this approach are presented in figure 10.8
for the ZEUS 1995 data and in figure 10.9 for the ZEUS 1996 data. The numerical results
are presented together in table E.1 in appendix E.

One finds significantly higher values of a. as compared to the determination from the
exclusive (2+1)-jet rate. This is not surprising, as it was found that MEPJET underestimates
the total DIS cross section alJ}s as well as the exclusive (2+1 )-jet cross section agti) (refer to
the discussion in sec. 10.1 by means of figure 10.3b-c). This effect cancels in the determination
of a. from exclusive (2+1)-jet rate at least to a large extent. But the determination of
a. from exclusive (2+ 1)-jet cross section is fully sensitive to this mismatch. The unknown
size of this mismatch cannot be determined from the information provided by the (2+1)-
jet cross section alone. Only by scaling the (2+ 1)-jet cross section by the total DIS cross
section this uncertainty can be removed -- this is exactly what is done in the determination
of a. from the (2+ 1)-jet rate. For this reason, the results obtained from the (2+ 1)-jet cross
section alone cannot be used for a reliable determination of the values of a.(Q2).

In addition, by using only the exclusive (2+1)-jet cross section the determination of
a. becomes sensitive to uncertainties in the measurement of the luminosity. This is not
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Figure to.8: (a): a.(Q2) with statistical errors only in six bins ofQ2 (full circles) and in one
big bin (open circle) determined from the dijet cross section 0-(2+1) using ZEUS 1995 data
and ARIADNE4.08 fol' the corTeetion and GllV(HO) in MEPJET. (b): the same data evolved
to a.( Mn. The statistical error of the result in the full phase space is small and hidden by
the symbol. See table E.1 for· numerical resulLs.
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large. Thus, high statistics are needed to obtain reasonable results for single points of the
measurement.

The determination of a. was carried out in two ranges of Ycut:

regarded further since this uncertainty (1.1 % in 1995 and 1.3 % in 1996) is much smaller
than that introduced by the mismatch of the cross sections between data and MEPJET.

• set 1: 0.4 < Ycut < 0.5: i.e. (Ycut) = 0.45, f1Ycut = 0.1,

• set 2: 0.5 < Ycut < 0.6: i.e. (Ycut) = 0.55, f1Ycut = 0.1.

This covers the range which was regarded as safe in the study of the behavior of the R,.+J
jet rates with the jet resolution parameter Ycut varied (cf. sec. 11.3.2).

The results of this approach are presented graphically in figure to.lO and numerically in
table E.3 in appendix E.

One finds the following features:

Finally, the method to determine a. from exclusive (2+1)-jet rate described in section 10.1
was utilized to determine a. from the differential (2+1)-jet rate D2• Here the differential
rate D2, obtained between two values of Ycut (eq. 5.12), simply took over the role of the
exclusive (2+1)-jet rate, obtained at a fixed resolution parameter Ycut.

The ma.in problem of this method is, that due to the calculation of the difference of two
similarly large numbers, the resulting differential rates become small and the errors become

• The statistical errors typically are five to ten times larger as compared to the determi-
nation of a. from the exclusive(2+ 1)-jet rate.



As the statistical errors are so large no conclusion can be drawn from these results. To
achieve more reliable results, more points at different resolution parameters (Yout) are needed.
With these additional, independent results a combined X2_fitcould be performed, where the
results from all (Yout) are fitted to their corresponding predictions in one procedure. This
should lead to reliable values of as at least for the results obtained in full Q2-range, which
provides the highest possible statistics, possibly also for results from single Q2-bins.
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0.24 .•. D2(y cut= 0.55) : 6y cut = 0.1
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Figure 10.10: (a): as(Q2) with statistical errol's only in six bins ofQ2 (full circles) determined
f1'Om the differential jetrate D2 using ZEUS 1995 data and ARIADNE4.08for the cornction
and aRV(HO) in MEPJET. (b): the same data evolved to as(Mn. In each set one point
led to unphysical results and is suppI·essed. See table E.3 for numerical results.

• As -the large statistical errors allow large fluctuations, two results yielded unphysical
low values (set 1: 44 Gey2 < Q2 < 56 Gey2, set 2: 320 Gey2 < Q2 < 640 Gey2). They
are not quoted.

• The two data sets are consistent with each other typically within 1.5astat or better.
This is true for the single bins with physical results in both data sets as well as for the
results obtained from the full phase space.

• But the values of set2 ((Ycut) = 0.55) are systematically smaller than those of set 1
((Yout) = 0.45). The reason for this is not understood.

• Due to the large errors no reliable statement on the running of as can be made
(although, numerically the running of as is still favored).
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Chapter 11

Systematic Studies

In this chapter the systematic studies are summarized which were performed in this analysis.
The use of AIUADNE4.08as the default MC sample in this analysis is justified and weighted
against the other available MC samples defined in section 8.5. In addition, the MC studies
to choose the jet selection parameters and cuts are discussed here. Finally, the results on
the systematic studies performed on the determination of Qs from the exclusive (2+1)-jet
rate are presented and the final result is discussed.

The first task of any MC sample, used to correct data which should be compared to NLO
predictions (or to measure hadron level cross sections), is to describe the measured data well.
This subsection presents the degree of description of the ZEUS 1995 data sample by the MC
samples ARIADNE4.08, LEPT06.3'uned and LEPT06.3.

The match of the important kinematic variables between ZEUS 1995 data and any of the used
MC samples is mostly well for the total DIS sample, especially in the important variables. For
the exclusive (2+1)-jet subsample there are differences in the integrated cross section which
are discusses in section 11.1.2 and, hence, in the magnitude of the compared distributions.
But the shapes are modeled similarly well as for the total DIS sample.

Figures 11.1 and 11.2 present a selection of the most important kinematic variables in
the phase space used in this analysis. In each plot a quantity is given measured in the
total DIS sample (open dots) as well as measured in the exclusive (2+1)-jet sample (filled
dots) together with the corresponding MG simulations. All quantities are given absolutely
normalized to the luminosity measured in the ZEUS 1995 data. Thus, not only the shape
but also the magnitude can be compared.

Figure 11.1 presents the distribution of the key variable for the binning in this analysis,
QbA' and tne variables used for kinematic cuts: XDA, YJBand YEL.In general, a very good
description of the measured data by the different MC is found. The small deviations in the
medium ranges of the YJBand YELdistribution for the (2+1)-jet sample are not important
(fig. l1.lc-d). These variables are used for cuts only and integrated over otherwise. The
resolutions obtained for these quantities obtained from the RMS of the ratio 'reconstructed
over true' in the ARlADNE4.08sample are: 12.3 % for QbA' 24.0 % for XDA, 17.4 % for YJB and
28.5 % for 1/EL.The systematic shift between hadron and detector level in the distribution for

0.2 0.4 0.6 0.8

YJB

0.2 0.4 0.6 0.8

YEL
Figure 11.1: Detector level comparison between 1995 data and different 1995 Me for the
kinematic quantities QbAI XDA, YJB and YELfor all DIS events and events with an identified
{2+1}·jet state. The quantities are given in the range of the selection cuts.

QbA is with +3.3 % small and almost constant over the full Q2·range used in this analysis.
It is by chance 0.0 % in average for XDA but exhibits a slope. XDA overestimates the true x
at low Bjorken-x slightly and underestimates it at high values where the statistics are low.
The systematic shift in the YEL,distribution is +9.8 % in average but approaches 0.0 % for
y> 0.65. Hence, it is the best variable to cut on at high values of Bjorken-y. Vice versa, the
systematic shift in the YJB-distribution is -16.7% in average but approximately approaches
0.0 % around the lower cut border of Bjorken-y. The cut on YJB at this border introduces
the lowest bias to the data sample.

Figure 11.2 presents the distributions for the quantities of the reconstructed electron Ee,

and 0e, and two quantities used for cleaning cuts: fJ '= E - Ps and the longitudinal vertex
distribution, vtxs' The energy of the reconstructed and corrected electron, Ee, (fig. 11.2a), is
described reasonably well by the MG. The kinematic peak for the total DIS sample and the
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systematic shift of about -0.1 % at a resolution of 2.2 %).
The quantity 0 = E - pz is not very well described by any MC sample. This is due to

the fact that this quantity is obtained from data and MC without applying the corrections
to the electron, or the calorimeter cells which contribute to the electron. Thus, the different
treatment for data and MC performed by the energy reconstruction in SINISTRA and the
correction by the SRTD or the Presampler is not applied here. Figure 11.2c therefore shows
the usual degree of description of 0 achieved at ZEUS.

The longitudinal vertex distribution, vtx. (fig. 11.2d), again is modeled very well within
the region used in this analysis. At the forward edge (vtxz ~ 50 em) in the total DIS sample
a small effect may be suspected by one of the satellite bunches which is not well described
in the MC.

Looking on the basic kinematic variables the MC samples ARIADNE4.08,LEPT06.3tuned
and LEPT06.3 do not differ significantly. As the degree of description of the data is mostly
well and similar in all cases there are no means to favor one of the MC samples.
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LEPTO 6.3'u,,,"
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20 40
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One of the prominent differences of the three
MC samples investigated is the simulated cross
section for the exclusive (2+1)-jet configuration,
and thus, the magni tude of the (2+ 1)-jet rate. The
relative deviations of the (n+l)-jet cross sections,
simulated by the MC samples and normalized to
the results found in the ZEUS 1995 data sample,
are summarized in table 11.1 for two cases: before
the application of the selection cuts on the jet
properties and thereafter.

Figure 11.3 shows the raw (n+l)-jet cross
sections as they have been obtained directly by
KTCLUS, i.e. before the cuts on Tfiet and P1et were
applied. Everything else corresponds to the default
selection. Most important to this analysis is the
class of (2+1)-jet events. The class of (3+l)-jet
events has to be regarded, too, since it contributes

to the finally selected class of (2+1 )-jet events by migration. The bad description of the
classes of (0+1) and (1+1)-jet events alone constitutes no problem as long as their sum is
described well, or more exactly, the total cross section is described well. For the numerical
comparison see the upper half of table 11.1.

In this case ARIADNE4.08clearly gives the best match with the ZEUS 1995 data sample.
LEP'1'06.3tunedunderestimates significantly the class of (2+1)-jet events. The class of (3+1)-
jet events is not described by both LE1''1'Osamples.

After the application of the final selection cuts on the jet properties the picture changes
(the numbers are taken from the tables A.1,A.3, A.4 and A.5 in the appendix A and quoted
in the lower half of table ILl). Here still the ARIADNE4.08sample gives the best match for
the total DIS cross section, but the relati ve estimates of the (2+ 1)-jet cross section are larger
with respect to the case discussed before for all MC samples. This is due to a softer JT!et_
distribution in the subsample of (2+1)-jet events in data at low p{et than simulated in the
MC samples. The correction procedure for Pie', presented in section 11.3.4, cannot account

~ 10
t>

1+1 2+1 3+1

# of found jets

Figure 11.2: Detector level comparison between 1995 data and different 1995 MC for the
kinematic quantities Eeo, 0eo, E-pz and vtx. for all DIS events and events with an identified
(2+1)-jet state. The qua'ltities are given in the range of the selection cuts.

Figure 11.3: Raw R.,+1 jet cross
sections obtained directly by [(TCL US,
i.e. before the cuts on Tfiet and JT!et.

medium energies for the exclusive (2+1)-jet sample are slightly overestimated by the MC.
In addition, it is true that the average systematic shift between hadron and detector level is
only +0.3 % with a resolution is of 9.7 % but the differential behavior is more complicated.
The reconstructed Ee, underestimates the true electron energy above the kinematic peak.
At the kinematic peak it is still lower by typically 0.7 GeV. It matches the true electron
energy around Ee.true ~ 21 GeV and overestimates it below. This way of behavior of the
reconstructed electron energy is introduced by the SRTD and Presampler corrections which
are tuned to correct a data sample in average and is seen in all ZEUS analyses within the DIS
regime. The electron energy reconstructed from the double angle variables is, around the
cut value of 10GeV, typically 1-2 GeV lower than the reconstructed and corrected electron
energy and provides there in average a better match with the generated electron.

The polar scattering angle of the electron, 0e, (fig. 11.2b), is modeled very well (with a



relative (n+l)-jet cross section Me/data [%]
generator (0 + 1) V (1 + 1) (2 + 1) (3+ I) total DIS

bdore cuts on jets (ef. fig. 11.3)
AR.lADNE4.08 -2% +2% -6%
L8PT06.31uneu -5% -12% +15%
LEPT06.3 -8% +4% +58%

with default jet selection
AR.IADNE4.08 +10% -2%
LEPT06.3Iuned -8% -5%
L8PT06.3 +15% -5%
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Table 11.1: Relative (n+ 1)-jet cross sections. Comparison between MC simulation and ZEUS
1995 data be/or'e the alJplication of the seleelion cuts on the jet p7'Operties and thereafter.

for this. A cut on a minimum lJjel removes more events in data than in the MC samples.
This effect is weakest for the LEPT06.3tuned MC sample.

In a global view one has to conclude: none of the used MC samples describe well the
relative size of the class of (2+1)-jet events. The LEPT06.3 MC sample is slightly disfavored
with respect to the other two as it gives the worst estimate in most cases.

In the following plots the features of (2+1)-jet events are presented and the degree of
description of the ZEUS 1995 data sample by the used MC samples is investigated for the
default jet selection. Since in these plots the MC simulation always is normalized to the
luminosity measured in the 1995 data sample the discrepancies in the relative size of the
class of (2+1)-jet events presented above will be visible as mismatch in the magnitude of the
histograms.

Figure 11.4 presents the invariant quantities describing the internal properties of a (2+1)-
jet configuration of a hadronic final state. The relative diet = Eiet - pz,iet> z" (eq. 4.9, fig.
l1.4a), of the two jets holds zpJ + Zp2 = 1. Therefore here only the spectrum of zpl' < Zp2' is
plotted. It shows clearly the feature of the f(l. algorithm to be safe against the singularities
at Z -+ 0 and Z -+ 1. The shape of the data is described reasonably well by all MC samples,
but LEPT06.3Iuned underestimate the data at low zp (0.0 < Zp < 0.2) while the other two
overestimate the data in the other region 0.2 < zpO.5.

The momentum fraction of the struck quark, Xp (eq. 4.8, fig. l1.4b), is described well by
LEPT06.3tuned at low values, well by LEPT06.3 at high values and to soft in the other cases.

The invariant mass of the dijet system, mii (fig. H.4c), generally is simulated too hard.
Still the best estimate is provided by ARIADNE4.08. The relative transverse momentum of
the two jets, Pt,21 (eq. 4.10, fig. HAd), is simulated too hard in all cases, too. But the shapes
still are described reasonably well in the both cases.

Although the description of the invariant (2+1)-jet variables in data by the MC samples
is not well but only reasonable, there is no handle to rule out a particular MC sample judging
from these variables.

Figure 11.5 presents the jet properties of the two current jets for events with an identified
(2+1)-jet state using the default jet selection. The current jets are ordered by their pseudo-
rapidity, " (eq. 4.12), in each event. Thus, forwa"d jet refers to the current jet which is more

Figure 11.4: Detector level comparison between 1995 data and different 1995 MC for the
invariant quantities zp, xP1 mii and Pt,21 of events with an identified (2+1)-jet state (default
seleelion).

directed towards the proton direction. Regarded are the pseudorapidities, ,,;et (fig. l1.5a-b),
and transverse momenta, Piet (fig. l1.5c-d), of the two current jets.

The "iet distributions are simulated significantly too much forward by the LEPT06.3 MC
in both cases: for the backward and the forward current jet of the (2+1 )-jet events. Thus,
not only the description of the magnitude but also that of the shape is bad, especially in the
region where the cut on "iet is applied. AR.IADNE4.08and LEPT06.3Iuneddescribe the shape
of the "iet-distributions reasonably well, with advantages for ARIADNE4.08. The mismatch
in the magnitude of the histograms, i.e. the (2+1)-jet cross section (ef. tab. 11.1), is most
dominant in the transverse direction ("iet ::::l 0).

The match of the Piet -distributions simulated by the LEPT06.3 MC with data is similarly
bad as seen for "iet

• Again, this mismatch is worst in the cut region disfavoring strongly
this MC. In contrast, the ARIADNE4.08and LEPT06.3tunedMC describe reasonably well the
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Figure 11.5: Detector level comparison between 1995 data and different 1995 MC for the
7);" and pi" of the reconstructed jets of events with an identified (2+1)-jet state (default
selection). The two jets are ordered in 7)" ,jorward (( refe7's to the higher 77 value.

shape of the pf't-distributions. ARIADNE4.08exhibits spectra which are a bit harder than for
data while the spectra of LEPT06.3tun•d are a bit softer compared to data. Hence, a cut at
a minimum pitt supports a change in the relative (2+1)-jet cross sections for the transition
"before" and "after" jet selection cuts as discussed by means of table 11.1.

Judging from the description of the jet properties, the LEPT06.3 Me is ruled out for the
correction of the data to parton level. ARIADNE4.08and LEPT06.3'uned still give reasonable
descriptions of the data with some advantages for ARIADNE4.08(in the ryi't-distributions).

11.1.3 The Cut on ee' and Ee,
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Figure 11.6: Removing residual photoproduction background after usual DIS selection by a
cut: 0" < 1.0 V E" < 20 GeV. The raw data (top) shows a clem' photop7'oduction background
for data (left) which is not present in MC (right). There is still a residual background after
the usual DIS selection which affects only the high Q2 region (middle) and is kinematically
excluded at lower Q2 (bottom),In this analysis the cut "0,, < 1.0 rad V Ee, < 20 GeV" was applied in addition to the

usual DIS event selection performed at ZEUS. It turned out to be necessary to remove some
residual background in the high-Q2 region as it spoiled strongly the exclusive (2+1)-jet rate



in the highest Q2-bin of this analysis (640 < Q2 < 3600 Gey'l),
rigure 11.6 shows the signature of this background which is assumed to originate from

photoproduetion, although, it was uot significantly reduced by cuts on lower y or higher 0
values (Y8L < 0,8, J = E - p, > 40 GeY), Compared are in separated sC<1,tterplots the selected
events from the ZEUS 1995 data samples and those obtained from the ARlADNE4.08MC
sample. The top row presents the raw data right from the Ntuple, i.e. only with the (weak)
DIS preselection cuts and the phase space limit Q2 > 40 Gey2, next to all events of the
MC sample (fig. 11.6a-b). The cut borders "ee' < 1.0rad V Ee, < 20 GeY" are shown, too.
One clearly sees the additional contribution in data at low ee' and low Ee, which is not
modeled by the MC. By the application of the DIS selection cuts usually applied at ZEUS
this contamination docs not disappear completely as can be see in the center row (fig. 11.6c-
d). In a close-up, the interesting region is inspected more detailed for the highest Q2-bin
of this analysis. Events accepted by the usual DIS selection are plotted with open circles,
events with a (2+1)-jet configuration in the hadronic final state identified by the default jet
selection are marked with a full dot in addition. The contamination is still visible. Note
that the integrated luminosity of the ARlADNE4.08MC sample is about 1.5 times larger
than for 1995 data which would reduce the number of entries in the MC plot if it could be
normalized to the luminosity of the data. The lowest row (fig. l1.6e-f) shows that the rest of
the phase space used in this analysis is not affected by this contamination in the data since
the problematic region is kinematically excluded.

Although the cut" ee' < 1.0 r'ad V Ee, < 20 GeV" works reasonably well one clearly sees
that this cut is not really suitable to the shape of this contamination (see fig. 11.6a). Judging
from figure 11.6a a cut like (Ee, - a)/b > ee' with constants like (a = 30 GeV, b = -20 GeY)
would be much more suitable.

other quantities if they would be used for the determination instead of R2+1. For this check
the ME? JET predictions should be viewed at that value of a" or A4, which is determined
when the data is corrected with the particular MC.

The ME? JET predictions used in this analysis have been calculated at discrete values
of A4. To avoid the C?U intensive recalculation at me"A4, the ME?JET histograms have
been scaled in magnitude to that integrated cross section which corresponds to meas A4•

For that the integrated (2+ 1)-jet cross sections, calculated in the full phase space of this
analysis at different values of A4, were approximated by a linear fit as shown in figure 11.7.
The result is:

Then, to compare with the parton level MC simulation, the histograms of that MEPJET
prediction were chosen which had been calculated with a value of A4 nearest the found value
meas A4• Subsequently, the integrated cross section of these histograms was scaled using the
slope of equation 11.1.

Invariant Quantities:
In figure 11.8 the two invariant quantities Zp and ffijj of the (2+1)-jet state simulated by

the usual MC samples are compared to the corresponding MEPJET predictions.
The shape of the variable Zp, as predicted by MEP JET, is described well by ARlADNE4.08

(fig. 11.8a), but the magnitude is significantly overestimated, much stronger than at detector
level (fig. llo4a). Thus, if zp would be used instead of R2+l to determine as, a significantly
higher value of a. would be obtained. Similarly well described is the shape by LEPT06.3Iuned
but here the match in the magnitude of the distribution is similar to the corresponding
detector level comparison, too (fig. 11.8c, llo4c). This indicates a good consistency between
the parton level of LEPT06.3tunedand that of ME? JET. The LEPT06.3 sample fails to de-
scribe the shape (fig. l1.8e) showing again that it is not suitable to be used for correction.

The mjj-spectra predicted by ME? JET are described reasonably well by the ARlADNE4.08
and LEPT06.3tunedMC for mjj > 20 GeY, below they are simulated a bit too soft (fig.
11.8b,d). Below mjj ~ 20GeY the same is true for LEPT06.3, but at higher values it
tends to simulate the mjrspectrum too hard as well leading to a significantly too broad
distribution.

The main task of a MC model is to describe
the measured data at detector level. Then the data
is corrected to parton level. But the parton level
simulated by a MC is dependent on the used model
to simulate the higher orders in the parton evol-
ution, i.e. the parton level the data is corrected
to differs for different MC models. Since the
corrected data is compared to NLO predictions at
parton level a consistency between the parton level
predictions and the MC simulations is required:
the shape of the predicted distributions of the
important quantities have to be modeled reason-
ably well by the MC. As the strong coupling Q. is
derived from the relative size of the (2+ 1)-jet rate
or cross sections found in the corrected data and
in the NLO prediction, the relative magnitude of
the quantities is the free parameter and cannot be
used for strong conclusions.

Nevertheless, for the following parton level
comparisons between ME?JET and the used MC samples the magnitude of distributions
was looked at, too. This gives an idea whether the same result on Q. would be obtained for
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Figure 11.7: MEPJET (2+1)-jel cross
sections in 44 < Q2 < 3600 Gey2 for
different A 4. The fil is used lo scale lhe
MEPJET p7'ediclions for comparisons
with MG.

Jet Quantities:
The ryiet-distributions (fig. 11.9) are shown analogously to the detector level comparison

(fig. 11.5). All three MC samples exhibit a prohlem in the spectrum of the forward jet as they
overestimate more or less strongly the region near the cut on "Ije' while they tend to rather
underestimate the more transverse region. As at detector level this problem is weakest for
ARiADNE4.08 , only little worse for LEPT06.3tunedand most prominent for LEPT06.3. The
shape of the "Ijet-spectrum of the backward jet is well described in all cases.

The NLO prediction of the Piet-distributions (fig. 11.10) is very well described by the
LEPT06.3tuned MC. The shapes still are described reasonably well by ARiADNE4.08and
LEPT06.3, although the magnitudes are overestimated by the MC samples.

Judging only from the description of the shapes of the NLO predictions by the parton
level MC samples, the LEPT06.3 MC again is disfavored mainly by the zp and the ryie'spectra,
ARlADNE4.08provides a reasonable description and turns out to be usable for a correction
of data to parton level. While LEPT06.3tunedgives the best overall match.
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Figure 11.9: Parton level cOTn]Jarison between MEPJET and different 1995 MC for the pseudo
rapidities riet of the jets in events with an identified (2+1)-jet state (default selection). The
MEPJET predictions wel'e scaled according 10 eq. 11.1.
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Regarding also the matching of the magnitudes between MEP JET and MC simulati-
ons one finds that LEPT06,3tuned, i.e. the MEPS model tuned to the default parameters
of LEPT06,5, provides a parton level simulation which is very consistent with the NLO
approximation calculated by MEPJET. In contrast, the ARIADNE4.08MC, i.e. the Color
Dipole Model supplemented by the matrix element calculations for the BGF process, tends
to overestimate the NLO calculation. Therefore a correction of data performed by means
of the AIUADNE4.08simulation will tend to give high parton level (2+1)-jet cross sections
resulting in high values of a •.

In this section the degree of description of the data by the used MC samples is investigated
for the quantities which are important for the jet identification.
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As pointed out in section 9.2.6, Q2 was chosen as hard energy scale of the scattering process in
order to determine a.(Q2). For measured data and MC detector level different reconstruction
methods can be used to obtain Q2. They are affected differently by the energy loss of the
hadrons in the dead material before they enter the calorimeter.

QbA (eq. 4.15) has the best resolution (12.3%) and the minimum bias (+3.3%), taken
from the ratio 'reconstructed over true' in the ARIADNE4.08MC sample. Q38 (eq. 4.14) has
a much worse resolution (30,0 %). The striking feature of Q38 is the bias due to the energy
loss of the hadronic final state in the dead material in front of the calorimeter (-34 %), since
no correction for this energy loss is applied in the reconstruction of Q38' It was proposed
to construct a reconstructed hard scale

which combines quantities from different reconstruction methods [Mag96]. The idea is to
combine two quantities where one depends on the energy scale of the electron measurement
and the other depends on the hadronic energy scale. Thus, this scale depends on the
difference of both energy scales. The achieved resolution for Qlt IX is slightly better than for
Q38 (26.4 %) and the bias is smaller (-25 %).

In the jet finding there is no chance to correct the energy loss of calorimeter cells due to
dead material before the jet finding algorithm is applied. All methods to perform a correction
for this energy loss rely on final objects like "particles" and "jets" but make no statement on
the behavior of calorimeter cells. Hence, if Q38 is used as hard scale in the kJ.-measurement
of the f{J. algorithm (eq. 7.8) for single or grouped calorimeter cells, it is expected that the
energy loss of the detector object cancel with that of Q38 , i.e. the kJ.-measurement is less
biased by the energy loss problem as if e.g, QbA would be used.

The differential jet resolution parameter Y2 is for each single event that value of the
resolution parameter Yeut of the exclusive f(J. jet finding algorithm where in the hadronic
final state the transition from the (2+1)-jet to the (1+1)-jet configuration occurs, i.e. where
the resolution becomes that coarse that the f(J. algorithm merges the two remaining jets to
one. Analogously, Y3 is that point of resolution where a (3+1)-jet configuration becomes a
(2+ I)-jet configuration. Thus, Y; and 1'3 define both borders of the exclusive (2+ 1)-jet class.
In order to obtain these differential quantities they had to be defined without the default jet
selection of this analysis, i.e. the jet identification is taken directly from KTCLUS.
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Figure 11.10: Parton level compal'ison between MEPJET and different 1995 Me for the
transve7'se momenta p{eI of the jets in events with an identified (2+1)-jet state (default
selection). The MEPJET lJ7'edictionswere scaled acc07'dingto eg. 11.1.
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Figure 1l.11 presents the differential jet resolution parameters Yz and Yj for the three
hard scales Q}B, QbA and QlfTX for ZEUS 1995 data and the MC samples ARIADNE4.08 and
LEPT06.3tuned in the full phase space of this analysis. In each plot directly compared are
the results obtained from data (Yz: full dots, Y3: open dots) with the simulation by the
corresponding MC sample for the detector level as well as for the parton level.

The data is very well described by the ARIADNE4.08 MC by using Q}B as hard scale (fig.
ll.lIa). The parton level simulation has the same slope as the data and the detector level
simulation of Y2 and Yj. At detector level significantly more jets are found compared to
the parton level. This can be related to the systematic bias of Q}B, underestima.ting Q~rue'
giving rise to more jets to be resolved. But the principal behavior is the same. Beside of
the statistics, one can expect to get similar results regardless which particular resolution
parameter You! is chosen.

The picture changes if LEPT06.3tuned is used. The data used in figure 11.11b is the
same as in figure ll.lIa. Yz of the data is described well by LEPT06.3tuned, too, but Yj
is slightly overestimated by the MC at high You!' The parton level simulation provided by
LEPT06.3Iuned exhibits a very different behavior than for ARIADNE4.08. It gives much less
resolved jets and has much steeper slopes. Hence, a correction to parton level obtained from
LEPT06.3tuned is strongly dependent on the resolution parameter.

The picture given above for Q}B as hard scale is reversed if QbA is used instead (fig.
ll.lIc-d). Here the parton level simulations are the same as in figures ll.lIa-b, but the
data is reconstructed differently. It turns out that the number of found jets in data and
at MC detector level, reconstructed with the hard scale QbA' matches very well the parton
level simulation given by LEPT06.3tuned. Even the magnitude of the spectra fits very well,
reflecting the fact that QbA provides an almost unbiased reconstruction of Q~rue' Vice versa,
for the ARIADNE4.08 MC now for Yi and Y3 the parton and detector level differ in the slope.
In addition, ARIADNE4.08 overestimates the Y3 found in the data slightly at high You! as
LEPT06.3tuned does it for the use of Q}B as hard scale.

There is no explanation available why the parton level simulation given by ARIADNE4.08
corresponds to the data reconstructed with Qh as hard scale while that of LEPT06.3Iuned to
the data reconstructed using QbA- But judging from this comparison ARIADNE4.08 should
be used with Q}B as hard scale for the jet finding and LEPT06.3tuned with QbA'

Due to its construction the scale Qlflx is rather similar to Q}B' i.e. dominated by loss in
the hadronic energy scale since it is much larger than for the electromagnetic energy scale.
Thus, it exhibits a picture which is more similar to the case using Q}B than the case using
QbA- Due to the smaller bias a better match in magnitude is achieved between the parton
and the detector level [or the ARIADNE4.08 MC but the slopes turn out to be different and
the match between data and MC is a bit worse. Using the LEPT06.3tuned MC neither the
data is described nor the different slopes flt together. Q'it O( is not a convincing hard scale
for the jet finding.
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Figure 1l.1I: Differential jet resolution parameters Yz and Y3 for diffel'ently ,'econstructed
Q;ec at detector level compal'ed to parton level with Q~rue' The reconstruction methods for
QZ are JB (top), DA (middle) and MIX (bottom); results are given for ARIADNE4.08 (left)
and LEPT06.3tuned (right).

A priori there is no outstanding value of Yout predestined to be used for the jet finding with
the exclusive I<l. algorithm. Two opposite requirements have to be fulfilled. On the one
hand one needs high statistics to reduce the error on the measurement, i.e. as ma.ny (2+1)-
jet events in the event sample as possible. The rate of resolved (2+1)-jet events RZ+l in the
event sample can be magnified by lowering the resolution parameter Ycu!> at least up to a large
fraction of the event sample. On the other hand, the corrected data, principally measured to
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Ycut = 0.25
R2t1 14.3% 16.8% 16.6%
R3t1 0.04%--

_.-
3.7% 4.5%

R3tdR2tl 0.003 0.239 0.270
Ycut = 0.4

R2+1 8.8% 10.0% 8.8%
R3t1 0.9% 1.3% 1.7%
R3tdR2tl 0.104 0.134 0.196

Ycut = 0.5
R2t1 7.4% 8.3% 7.1 % 8.9%
R3t1 0.9% 1.0% 1.3% 1.8%
R3tdR2tl 0.125 0.117 0.175 0.203

Ycut = 0.6
R2t1 6.3% 7.0% 5.9%
R3t1 0.7% 0.7% 0.9%
R3tdR2tl 0.113 0.101 0.154

Ycut = 1.0
R2t1 1.1% 1.2% 0.9%
R3t1 0.06% 0.08% 0.06%
R3+1IR2t1 0.050 0.063 0.0.74

Table 11.2: R2+1 and R3t1 jet rates at detector level in the full phase space of the analysis
with the default jet selection applied for selected values of Yout comparing ZEUS 1995 data and
the corresponding Me samples. The typical en'or on R3+1/R2tl from error propagation is
±0.005. Yout = 0.5 is the final working point of this analysis. The values of R2t1(Ycut = 0.5)
al'e the same as given in the tables A.1,A.9, A.4 and A.5 in the appendix A.

these jet rates holds Li &tl = 1.
The first observation is, that the rates Ro+l and Rlt1 alone are not described by any of

the MC samples. This is the same observation as it already was seen in figure 11.3 for the
fixed Yeut = 0.5. Fortunately, only the sum of both, Rot! + Rlth is important if R2+1 is of
interest. This sum is described reasonably well by all MC samples. ARIADNE4.08gives the
best description for Ycut 2: 0.4.

The dijet rate R2+1 is described significantly to low by LEPT06.31unedbut well by the
ARIADNE4.08 and LEPT06.3 MC for Yeut 2: 0.4, again with ARIADNE4.08giving the best
match. The different magnitudes of these curves correspond to the discussion of the (2+1)-
jet cross sections given in section 11.1.2 by the means of tab 11.1. For Yout < 0.4 the slope
found in the 1995 data is not anymore well described by the MC samples. As the higher jet
rates become stronger at Yeut ~ 0.1 the dijet rate R2+1 saturates and starts to get smaller
again towards lower values.

The three-jet rate R3t! has two remarkable features. It becomes larger than the cLijetrate
R2t1 at about Yeut ~ 0.05. Thus, the finally used value of Yout may not be chosen to low. And
it does not vanish even for large resolution parameters like Yeut = 1.5. This is interpreted as
a feature of the exclusive f{1. algorithm. This algorithm tends to produce more current jets
than e.g. the JADE algorithm from the same hadronic final state. A significant fraction of
these higher order jets survives also the default jet selection cuts defined for this analysis.

Figure 11.12: R..+l jet rates at detector level found in the full phase space of the analysis
at difJeren t f'esolution parameters You!' The rates are obtained directly form the exclusive
I<1. algorithm, i. e. without further cuts on jet pal'ameters. The lines are to guide the eyes.

infinite orders, should be compared to O(O'~) predictions. As the virtual corrections and the
higher order contributions to R3+1 are not covered by a NLO calculation the three-jet rate
R3+1 may not become to large. [Mir97aJ recommended to take care that 0"(3+1) < 0.15· 0"(2+1)
if MEPJET is used for the NLO calculations. R3+1 also grows towards low values of Yeut,

below some threshold even faster than R2t1. Thus, there is some optimum in fulfilling both
requiremeIlts.

Figure 11.12 presents the R..t! jet rates found in the ZEUS 1995 data sample in the
full phase space of the analysis at different fixed resolution parameters Yout. It compares
them directly to the corresponding simulations at detector level provided by ARIADNE4.08,
LEPT06.3tuned and LEPT06.3. As for the view on the differential resolution parameters Y2
and YJ (cf. sec. 11.3.1) the rates here are derived without the application of the default jet
selection, i.e. the jet identification is taken directly from KTCLUS. Note that the sum of
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Figure 11.14: R..+l jet rates at detector level found in the Q2-bins of the analysis at different
resolution parameters Ycut. The rates are obtained directly form the exclusive [{1. algorithm,
i. e. without further cuts on jet parameters. The lines are to guide the eyes.
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Figure 11.13: Rn+1 jet rates at pm'ton level found in the full phase space of the analysis
at different resolution parameters Yout. The rates are obtained directly form the exclusive
J( 1. algorithm, i. e. without further cuts on jet parameters. The lines are to guide the eyes.

Table 11.2 gives the dijet rate R2+L and the three-jet rate R3+1 after the default jet selection
for selected values of Yout. In addition, their ratio R3+tI R2+1 is given. It exhibits that the
LEPT06.3'uned and LEPT06.3 MC sample fail to give a fraction of (3+1)-jet events below
the limit given by [Mir97a], especially towards low values of the resolution parameter Ycut.

Only the data and ARIADNE4.08fulfill this requirement. For both these samples the region
0.4 ~ Yout ~ 0.6 is regarded as safe for the comparison to the NLO calculations.

Surprising is the strong decrease of the ratio R3+d R2+1 at Yout = 0.25 found in data only.
A possible explanation is that KTCLUS, in fact, finds more (3+1)-jet events than at higher
values of You" as can be seen from figure 11.12. But mainly the default cut on p{et > 4 GeV
refuses some of them. This is more likely for data as the low edge of the p{ct -spectrum is
underestimated by all MC simulations.

Figure 11.13 presents the parton level simulation of the R"+l jet rates of the MC samples.



In genen11 the Il2+1 and t.he [l3+1 jet rates are significantly lower than at detector level. In
addit.ion, the MC s<Unplesexhibit. much more differences among the MC samples in the
magnit.udes as well as in the shapes of their jet rates. This figure in comparison to figure
11.12 illust.rates a major problem of this analysis: different parton level simulations generated
by different models lead t.o ri1t.hersimilar detector simulations. The MC models are tuned
to describe t.he data as well as possible. Thus, it becomes difficult to judge on their validity
from mea.surement

Figure 11..14 split.s up the dat.a shown in figure 11..12 into the Q2-bins of this analysis.
Doing so, one can see that t.he underestimation of R2+l by LEPT06.3'uned is concentrated
in the lower Q2 region (fig. 11.14a-e). Above, the data generally is described well by all
MC models, but at high Q2 (JIg. 1U4e-f) the LEPTO MC samples fail to describe R2+1 for
Ycut < 0.3. LEPT06.3 fails in the full phase space to describe the magnitude of Il3+I.

One can summarize that ARIADNE4.08gives the best description of the data in the full
phase space for most. values of Ycu" T,EPT06.3'unedand LEPT06.3 are disfavored to be used
for a correction t.o part.on level in order to compare to a fixed order prediction as t.he fraction
of (3+1)-jet event.s is very high. The region 0.4 :<:: Ycut :<:: 0.6 is regarded as safe for the
comparison to NLO calculations if ARIADNE4.08is used for the correction of t.he data. Ycu' =
0.5 finally was chosen as t.he default resolut.ion for t.his analysis and the values Yeut = 0.4 and
Yeut = 0.6 were used for syst.em<\tic checks.
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11.3.3 T/jet Reconstruction

A cut on the pseudorapidity of the reconstructed jet, 7)ie', has to be introduced to reduce the
infiuence of the prot.on remnant on the jet finding. Especially the trend has to be avoided
which has been found in the analysis [ZEU95a, Tre96] using the JADE algorithm: the jet
finding by the JADE algorithm tends to grab energy from the proton remnant and, hence,
bending current jets into the forward direction. A cut on ifet < 2.0 had to be introduced
to be reasonable safe against this effect. As the exclusive ](1- algorithm is less sensitive to
energet.ic objects apart from the jet axis tillS cut can be relaxed with respect to the old limit..

Figures 11..15and 11.16 present the reconstruction of ifet between detector and hadron
level in the ARIADNE4.08MC sample achieved with the exclusive ](1- algorithm. Here the
default D18 selection was used. As jet selection the default cut on ptct was applied and the
cut on 7)iet was relaxed to Iliet < 2.6. Originally this study was performed without any cut.
on 7]iet

, as it should be. To save disk space thereafter the jets stored in the Ntuples were
restricted to at most Iliet :<:: 2.6. Since the old, unlimit.ed MC was not available any more,
unfortunately, only the limited phase space can be presented here.

Different subsamples are shown in the figures 11.15 and 11.16 (if more than one current
jet is found at a level always the more forward jet is used for the comparison presented here):

·1 .1

·2 c) ·2 d)

.) .)

·2 4 ·2 4
had : 1115IJ<I had: 111"1"

Figure 11.15: Reconstruction of ifet between detector and hadron level of ARIADNE4.08.
Different subsamples are shown: a} all events with at least one current jet found at the
particular level, b} exactly one current jet found at both levels, c} two current jets found at
detector and only one at hadron level or vice vel'sa and d} exactly two currents jets are found
at both levels. If more than one CUITent jet is fOUlld at a level the more forward jet is used
for' the comparison. The lines given with the slope of 1.0 are to guide the eyes.

(a) all events with at least one current jet found at the particular level, this is the major
part. of the data sample and includes all following samples

No other jet mat.ching was performed.
From figure 11.15 one can see that, in general, the reconstruction of ifet is very good

and unbiased. There is no tendency visible to bend jets forward at detector level. Fitting a
Gaussian shape to 7]~~:-7)~:~to either of the four samples leads to typical values of IpGI < om
and (TG f::j 0.06 (exception: sample (d) with (TG f::j 0.12). Of course, this leaves non-diagonal
entries essentially unrecognized as the distributions are very sharp.

A better impression of the size of the contribution of the non-diagonal entries to the
histograms of figure 11.15 is given by figure 11.16 which presents the same data.

As expected the non-diagonal tails are smallest for the clean "det&had = (1+1)-jet"

(b) exactly one current jet is found at both levels, this is the cleanest subsample with the
high statistics

(c) two current jets are found at detector and only one at hadron level or vice versa, i.e.
these are migration events, the most. probable case for a misidentification of jets
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allowing higher statistics. The cuts ",j't < 2.6 and 7/"t < 2.0 were chosen to be used as check
against the possible bias by the generation of addi tional forward jets at detector leve1.

11.3.4 p{et Reconstruction and Correction
One remarkable feature of the J(J. algorithm is that it reconstructs jets with relatively low
transverse momenta, Pi't, compared to other algorithms. Even jets with transverse momenta
below 1 GeVare reconstructed by the algorithm, but with a very low rate. Jets with that
low transverse momenta are not trusted to originate hard scattered partons. Therefore a
minimum-p{'t requirement is introduced to ensure a reasonable hardness of the accepted jets.

Due to energy loss in the dead material of the detector, the P{~~et of a jet reconstructed
at detector level is significantly lower than the P{~:.dof a matching jet on hadron leve1. This
can be seen from figure 11.17a where for 1995 data as well as for ARIADNE4.08detector and
hadron level the transverse momenta of the current jets are plotted if exactly one current
jet is found. Thus, if a cut with the same threshold would be performed on both these
Piet-spectra, at detector level a much smaller sample would result. Therefore, a correction
procedure for the P{~et has been developed from the average behavior of the jet momenta in
MC. This correction in turn has to be applied to jets found in data and at detector in MC to
correct the P{~~,ttowards P{~~.dbefore any cut on the jet momenta is performed. The result
of the correction developed for this analysis can be viewed in figure 11.17b. A cut applied
to the corrected p{e~,cspectra does not bias any more the jet selection with respect to the
hadron leve1. '

-2

del. .",
Inlet

Method:
The correction procedure works as follows. The MC samples used to develop the correction,

ARIADNE4.08,was subdivided into similar subsamples as discussed by means of figure 11.15
to test whether a uniform description can be achieved for different classes of events: clean
(l+l)-jet events, migration events and clean (2+1)-jet events. But now no cut on Pie! was
applied and only the default restriction in the pseudorapidity I/i,t < 2.436 was requested. To
enter this study, an event has to fulfill ajet matching requirement: ajet found on a particular
level has to have a matching partner jet at the other level within 6.R == .J6.",2 + D./p2 < 0.5.

In figure 11.18 the jet momenta found at detector level are plotted in 2-dimensional
histograms versus the jet momenta found at hadron leve1. One clearly can see the distribu-
tions are off-diagonal (a dashed line marks the diagonal) and look similar for all subsamples.
To parameterize these distributions the following ansatz has been made which was inspired
by the discussions given in [Rep96] and [Rep98b]. The systematic shift between hadron and
detector level is described by a linear function

Figure 11.16: Reconstruction oJ~'t between detector and hadron level oj ARIADNE4.08. The
same data is shown as the conesponding plots oj figure 11.15 here now in 3-dimensional
histogmms to illustrate the relative size oj the non-diagonal tails.

sample (fig. 11.15b and 11.16b). The tendency to bent ajet forward at detector level is the
dominant contamination in the ",j't-resolution. This effect is not restricted to the forward
region of the detector but occurs also for hadron level jets in the rear part of the detector.
Therefore, it seems likely that in these cases the hadron level jet was not reconstructed or
rejected by the Pie! -cut at detector level and an additional jet was formed at detector level
instead. This type of contamination becomes effective for r/'t > 2.0 and plays a much bigger
role in the "migration" sample (fig. 11.15c and 11.16c). The more critical forward jets in
the "det&had == (2+1)-jet" sample (fig. 11.15d and 11.16d) again are reconstructed more
cleanly.

The generation of additional forward jets at detector level becomes stronger for the region
",i't > 2.6 as is was visible in the fonner study using the unlimited MC sample. From that
study it was judged that Ifet < 2.436 == ejet > 10· provides a safe jet reconstruction by

with a free slope, s, and offset, o. The smearing of the distribution is accounted for by a
Gaussian distribution perpendicular to the diagonal with free magnitude, AG, and width,
(fG, and the mean defined by the linear function mentioned before1. To be explicit, the
following function has been fitted to the 2-dimensional histograms:

p{it == AG . exp (~ ((f~r)
lOther functions could be used instead of a linear function, too, to define the path the Gaussian shaped

distribution should follow. This can be achieved by redefinition of the vertical and horizontal distance
measurements a and b in equation 1l.5.
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Figure 11.17: Energy loss in the detector. Given are the transverse momenta ptet oj the
reconstructed jets in 1995 data and Jor ARIADNE4.08 at detector and hadron level Jor events
where exactly one current jet was Jound (1]iet < 2.436). No cut on ptet was applied. Plot a)
presents the data without any correction to ptet J Jar plot b) the correction discussed in this
section was applied,

Figure 11.18: Reconstruction oj ptet between detector and hadmn level oj ARIADNE4.08.
Different subsamples are shown: a) the sum oj the Jollowing samples, b) exactly one current
jet at both levels, c) exactly 2 current jets either at detector or at hadron level, i.e. migration
events and d) exactly 2 current jets at both levels. IJ more than one current jet is Jound at
a level the more Jorward jet is used Jar the corn/Janson. Jets are only plotted iJ they have
a matching partner at the other level within 6R = V61]2 + !5.¢2 < 0.5. The systematic
difference between the detector and hadron level is parametel'ized by a linear fit with the
results given. The dashed lines with the slope oj 1.0 are to guide the eyes. In addition, the
cut lines oj -I GeV are given.

with the distance d between a point in the plane and the linear function one is interested in.
This function is defined by:

d b· sin (arctan (~))

with a 10 + s . Pt,had - Pt,detl (11.5)

b I Pt,det - °1Pt,had----
S

Results:
The results of the fits to the different subsamples of the Me are shown in figure 11.18,

too. The fits are plotted as well as the found parameters of the linear function are noted for
each sample separately. The results are consistent with each other and the method works
very well in principle as can be seen from figure 11.19. There the corrections obtained from
11.18 were applied to the corresponding sample.
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Applying this correction to the data of figure I1.17a leads to the result presented in
11.17b. Now a cut on Piet can be applied to all data samples in the same way without
introducing a bias in the jet selection .

A default cut of Pie' > 4 GeV was chosen as default selection to guarantee a minimum
hardness of the jets. The limits Pie' > 3 GeV and Pie' > 5 GeV were used to check against
possible residual distortions introduced by this cut. The variation of this limit corresponds
to the resolution of Pie' in the range of the cut.
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In all studies presented in this chapter so far the ARIADNE4.08MC sample gives the best or at
least a reasonable description, while the LEPT06.3'uned and even stronger the LEPT06.3 MC
sample exhibit problems in at least some points.
Reasons to exclude the LEPT06.3 MC sample:

• the description of the data is poor compared to the other used MC samples, especially
the jet quantities to cut on are insufficiently modeled

• it provides the poorest simulation of the (n+1)-jet cross section, especially the class of
(3+1)-jet events is modeled wrong

• it fails to describe the shape of the parton level predictions calculated by MEPJET.
The weak points of the LEPT06.3'uned MC sample:

• it underestimates the class of (2+ 1)-jet events before the jet selection cuts a.re applied
(this gets a little better after the application of the default jet selection)

o it overestimates the class of (3+ 1)-jet events, thus, the three-jet rate RS+J becomes to
big.

The strong feature of the LEPT06.3'uned sample is, that it provides a parton level which is
remarkable consistent with that of the NLO prediction by MEPJET.
The strong points of the ARIADNE4.08MC sample are:

• good overall description of the data

• best simulation of the absolute (n+l)-jet cross sections before the application of the
jet selection cuts and which remains at least reasonable thereafter.

The weak point of the ARIADNE4.08sample is that the parton level simulated turns out to
behave rather different than the NLO prediction given by MEPJET.

From this picture it was decided to take ARIADNE4.08as the default MC to perform the
correction of the measured data to hadron or parton level in this analysis. LEPT06.3'uned is
used alternatively as systematic check.

Resulting from the differently modeled parton levels in ARIADNE4.08and LEPT06.3'uned
the exclusive (2+1)-jet cross section as well as the exclusive (2+1)-jet rate obtained from
data and corrected to parton level by ARIADNE4.08tend to be high leading to high values
of Q. compared to the case where LEPT06.3'U,,.d is used for the correction.

Due to this significantly different behavior it is of interest whether the results exhibit a
different behavior in the context of the systematic checks when LEPT06.3'u'<edis used for the
correction. Thus, in parallel to the default analysis using ARlADNE4.08the systematic checks
were also studied for the case using LEPT06.3'uned for the correction. The corresponding
results are summarized in appendix F.
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Figure 11.19: Similar plot as figure 11.18 now with the Pie' at detector level corrected by the
fit results from figul'e 11.18. The dashed lines with the slope of 1.0 are to guide the eyes.

The typical errors on the slope and the offset obtained from the fit are tJ.s ~ ±O.002 and
£:"0 ~ ±O.05. This fakes a too high precision as the fit results depend stronger than these
errors on minor changes in the selection of the samples. The range of fit results presented
in figure 11.18 could rather be taken as an estimate for the true errors.

In fact, the original study was performed with a slightly different (older) event selection
applied to the ARIADNE4.08MC. The individual numerical results for the four event samples
differed within the range covered by the values presented here. Thus, the numerical values
given in figure 11.18 are not regarded as significantly different.

From this former study the result from the "det & had = (1+1 )-jet" sample was chosen,
as it is cleanly defined and has high statistics, i.e. the result from plot 11.18b of the former
study was taken. The numerical values used in this analysis to correct the pie' in data and
at detector level in MC are:



• The energy scale of the calorimeter was shifted for the extracted hadronic final state,
i.e. after the electron has been separated, by ±3 %. This was done to account for a
possible uncertainty in the absolute energy scale of the calorimeter. For cross section
measurements this usually is a major systematic error.

This secl.ion gives a complete list of systematic checks which were performed in this analysis.
The checks are defined analogously to the definition of the default selection procedures given
in section 9.2. for each check the full analysis was repeated and the results for a.(M;) were
stored. If necessary for a particular check, a different data or MC sample with the appropriate
changes was used. Also the set of the NLO predictions was chosen appropriately, if needed.

The values of a.(M;) obtained from the systematic checks are presented graphically
in Iigure 11.20 for the determination of a. in the full phase space of this analysis and in
figure 11.21 for the determination in the six bins of Q2. The deviations from the default
result, presented in secLion 10.2, are discussed in detail in the following together with the
presentation of the systematic checks and are summarized in table 11.3.

To obtain the global systematic error, the variations from the default result of all system-
atic checks were added in quadrature. Two exceptions were made, where only the maximum
error of mutual exclusive choices was taken (the choice of hard scale and the choice of the
PDF). The systematic checks are combined into the four groups of:

• The lower cut on Bjorken-y was changed by its resolution from YJB > 0.04 to YJB > 0.05
and YJB > 0.03. In addition, it was changed to YOA > 0.04.

• The upper cut on Bjorken-y was lowered from YEL > 0.95 to VEL> 0.90 to cut harder
against the photoproduction background. In addition, it was changed to VOA > 0.95.

• The lower cut on f> = E - pz > 35 GeV (eq. 9.1) was raised to f> > 40 GeV, again to
cut harder against the photoproduction background.

• The cut against diffractive events with a large rapidity gap was varied by the hadronic
energy resolution, from EpCAL > 1.0 GeV to EFCAL > 0.6 GeV and EFCAL > 1.4 GeV .

As can be seen from the figures 11.20 and 11.21, the overall systematic error introduced by
this group of checks is small compared to the uncertainties given by the other checks in the full
phase space of this analysis (exp L'w. = ~~:~~~~).TillS is less than a factor of two bigger than
the statistical error of the measurement (.'a'L'w. = ±0.0012). The largest variations in this
group occur in the two bins with the highest Q2 and lowest statistics. Thus, even the biggest
single variation, the use of the electron finder EM in the bin 320 GeV2 < Q2 < 640 GeV2

(L:l.a. = -0.01), can be interpreted as a statistical fluctuation since it is a singular behavior.
In general, the experimental uncertainty introduced by the selection of DIS events in data
is well under control.Experimental Uncertainties:

The experimental uncertainties comprise the variation of the important variables in the
reconstruction and selection of events in data and at detector level in MC samples. The
quantities typically are varied by about 1u of their resolution to check whether a particular
choice of a cut border might artificially spoil the picture the results give, i.e. to check whether
the cut is made in a safe region. The experimental uncertainties consist of the following
checks:

Jet Finding Uncertainties:
In the second group of systematic checks the requirements are varied which were set to

define a valid current jet. This group comprises the following variations:

• Instead of the electron finder SINISTRA the electron finder EM was used, which
incorporates additional information from the tracking system and an electron-track
matching procedure.

• Instead of using directly the electron found by SINISTRA to obtain the boost vector
to the BREIT frame, corrected as described in section 9.2.3, the electron energy was
calculated from the kinematic variables reconstructed by the double angle method,
E~DA(eq. 9.2). For the direction of the electron the 3-vector from the SINISTRA
el~ctron was scaled appropriately. This way, the jet finding for a particular event may
be significantly changed.• A slightly simplified electron-track matching procedure than used with EM was added

to the electron [Jnding performed by SINISTRA.
• The minimum transverse momentum of a jet, to be accepted as valid, was varied from

p{e' > 4.0 GeV to p{e! > 3.0 GeV and Pie' > 5.0 GeV. This corresponds to the jet
energy resolution in this low-p{e' region.

• The maximum pseudorapidity allowed for a valid jet was varied from ,.fe' < 2.436
U= eiel > 10°) to Ifel < 2.0 and ryie' < 2.6 which is larger than the resolution in
ryie' is about 0.06 units. The variation of the cut was chosen to check against possible
influences of the proton remnant and misreconstruction of forward jets.

• The minimum required energy of the reconstructed electron was reduced from Eel>
10 GeV to Be' > 8 GeV, i.e. towards the region where the electron finding becomes less
efficient. This accounts for a possible misreconstruction of Eel near the cut limit.

• The z-position of the reconstructed vertex was shifted by ±4 mm to estimate the effect
of a possible misreconstruction. This would put a significant bias to the reconstruction
of tb.e electron. Apart from the kinematical cuts this changes the boost to the BREIT
frame and subsequently the jet finding which is very sensitive to the boost.

• A harder limit was put on the z-position of the reconstructed vertex, Ivtxzl < 37.5 cm
instead of Ivtxzl < 50 cm, to reduce the contribution of events which origin from
regions where the description of the vtxz-distribution by the MC becomes weaker.

The uncertainties introduced by the variation of the defInition of the jet finding are typically
not larger than the experimental error eXPL:l.a •. The larger positive error for this group of
checks (ielL:l.a. = ~~:~~~;)is mainly driven by the positive variation for p{e' > 3.0 GeV in the
bin 44 GeV2 < Q2 < 56 GeV2 (L:l.a. = +0.007).



meanl995 EDstatistic error
meanl996 EDstatistic error
corr. by ARIADNE 4.08

ditToeledron finder
E.,>8GeV
ECAL:T +3%,. -3%
VTX_z:T +4I11m,. -4mm
Yjb:T > 0.05, • > 0.03
Yd. > 0.04
T y., < 0.9,. Yd.< 0.95
E-p.>40GeV
IVTX_zl < 37.5 cm
E"CALT >0.6, • >1.4 GeV
eleclron-track match

experimental uncertainties
boost with DA-electron
plj": T>5,"">3GeV
'lj ••: T < 2.6,. < 2.0

jet finding uncertainties
T Q2 d.' • Q2 mi.

T O.S*Q' jb'. 2.0*Q' Jb
Ya,': T 0.4,.0.6

hard scale uncertainties
LEPTO 6.3'""'" MEPS
T CfEQ4M,. MRSA
!tu,: T *2.0, • *0.5

theoretical uncertainties
meanl'" $ stat. <8lsyst. error

• The choice of Q}B as the default hard scale was cross checked by replacing it with
QbA and Q"iux, which have different reconstruction properties. As these choices are
mutual exclusive, only the largest variation of this check was used in the calculation
of the full error.

• The default hard scale Q}B was scaled by a factor of two in both directions (0.5 *
Q}B' 2.0*Q}B) in order to check the reliability of the scale at about 2 (1 of its resolution.

• Next to the default choice of the resolution parameter Ycut = 0.5 the analysis was
performed with Ycut = 0.4 and Yout = 0.6, too.

This group of checks ('cal·Lla. = ~~:~~;)provides a significant contribution to the total
systematic uncertainty. It is dominated by the uncertainty in the reconstruction of the hard
scale (-0.0057). Both scales used for the check reduce the results correlated in all Q2-bins
in a similar way. Only in the highest Q2-bin, where the statistics are low, one scale (QX1lx)
gives a slightly higher result than the default procedure, while the other scale(QbA) yields
an unphysical low value, which is suppressed.

Looking at the higher Q2-bins, the variation of the hard scale by a factor of two exhibits
large variations of the results, but they show no correlation (here the check 2.0 * Q}B gives
an unphysical low value in the highest Q2-bin -- it has strongly reduced statistics). In the
full phase space these variations cancel and lead to a small error. This gives an indication
that at these points, corresponding to the resolution parameters Ycut = 0.25 and Yout = 1.0,
the limits of a reasonable determination of a. are reached.

The variation of the resolution parameter Yout within the region which was regarded as
safe (cf. 11.3.2) yields only a small uncertainty in the results.
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Theoretical Uncertainties:
Finally, the following checks were performed which are related to model dependencies and

theoretical uncertainties:Figure 11.20: Summary oj systematic checks Jor the detennination oj a.(M;) in one big bin
oj Q2 Jrom the exclusive (2+1)-jet rate R2+1 using ZEUS 1995 data, ARlADNE4.08Jor the
correction and GRV(HO) in MEPJET. See text Jor discussion.

• Instead of ARIADNE4.0S,the LEPT06.3tunedMC was used for the correction of the data
to the parton level.

In addition, the uncertainty was tested which is due to the migration of (2:3+ I)-jet events
identified by KTCLUS to (2+ I)-jet events by applying the default jet selection. For this check
this migration was forbidden while the migration from (2+I)found to (l+l)V(O+I)accepted was
still allowed. Thus, the measured (2+1)-jet rate and subsequently the determined as was
reduced. This type of definition of accepted (2+1)-jet events was used in [ZEU95a, Tre96J.
It turned out that the size of the change introduced by this redefinition of a valid (2+1)-jet
configuration was negligible small. Since this redefinition introduces an inconsistency in the
jet identification, between data and MC samples on the one side and the MEPJET NLO
predictions on the other side, it was not included into the final list of systematic checks.

• Instead of the GRV(HO) parameterization of the parton density functions in the NLO
predictions obtained from MEPJET, the MRSA and the CTEQ4M sets were used. As
these choices are mutual exclusive, here also only the largest variation of this check
was used in the calculation of the full error.

• Finally, the renormalization scale p; and the factorization scale p} were varied together
by a factor of two (0.5 * P;,j, 2.0 * P;,j)' This way the uncertainty was estimated
introduced in the theoretical calculations by restricting them to fixed order, i.e. the
effect of the residual interference with higher order terms is tested.

Hard Scale Uncertainties:
The jet finding with the exclusive f(J. algorithm involves a hard energy scale and a jet

resolution parameter. Both quantities are linked: ki',ij < Ycut . scale (eq. 7.S). To check the

This group of checks contains the two most important systematic uncertainties of this ana-
lysis.

Using the LEPT06.3'no,edinstead of the ARlADNE4.0SMC model one obtains significantly
lower results (-0.0093). This shift is correlated in the bins of Q2j only the highest Q2-bin
exhibits a different behavior, similar to the choice of the hard scale. But this bin gives



systematic errors on a. from R2+I using ZEUS 1995 data, ARIADNE4.08, GRV(HO)
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [GeV2J 50 66 110 219 435 1128 140

a.(M';) 0.1237 0.1253 0.1264 0.1256 0.1101 0.1178 0.1251
statistical error .,.~ ±O.O016 ±0.OO16 ±O.OO16 ±O.OO24 ±O.OO70 ±O.OO89 ±O.O012

experimental uncertainty exp boa. +0.0028 +0.0028 +0.0016 +0.0024 +0.0057 +0.0068 +0.0020
-0.00097 -0.0012 -0.0016 -0.0027 -0.013 -0.0081 -0.0017

jet finding uncertainty Jetboa. +0.0076 +0.0046 +0.0023 +0.0037 +0.010 +0.0083 +0.0046
-0.00088 -0.0014 -0.0021 -0.0056 -0.0028 -0.0026 -0.0018

hard scale uncertainty $cale ~Q" +0.0068 +0.0027 +0.00 +0.0031 +0.0064 +0.0090 +0.0017
-0.0028 -0.0091 -0.013 -0.027 -0.D15 -0.D16 -0.0081

theoretical uncertainty theaboa. +0.0099 +0.0084 +0.0084 +0.012 +0.0087 +0.016 +0.0089
-0.0099 -0.0088 -0.0093 -0.0093 -0.012 -0.00 -0.0093

systematic error 6l1.!t 6..0'" +0.014 +0.010 +0.0092 +0.014 +0.016 +0.021 +0.010
-0.010 -0.013 -0.017 -0.029 -0.024 -0.D18 -0.013

total error ta'boa. +0.015 +0.010 +0.0094 +0.014 +0.017 +0.023 +0.010
-0.010 -0.013 -0.017 -0.029 -0.025 -0.020 -0.013

Table 11.3: Systematic errors on a.(Mn from exclusive (2+1)-jet rate R2+1 using ZEUS 1995 data, ARIADNE4.08 for the correction and
GRV(HO) in MEPJET. The errors are added in quadrature.

mean 1995 ED statistic error
meanl996 ED statistic error
corr. by ARIADl'I'E 4.08

diCC. electron finder
E,,>8GeY
ECAL'''' +3%, At. -3%
YTX_z:'" +4mm, At. -4mm
YJb' .•. > 0.05, At. > 0.03
Yd. > 0.04
.•. Y" < 0.9, At. Yd. < 0.95
E-p, > 40 GeY
IVTX_zl < 37.5 em
EFCAL'" >0.6, At. >1.4 GeY
electron-track match

experimental uncertainties
boost with DA-electron
ptJ,,' .•. > 5, At. > 3 GeY
"),,: .•. < 2.6, At. < 2.0

jet finding uncertainties
.•.Q' d.' At. Q' mb

.•. 0.5'Q' Jb'At. 2.0'Q' Jb

Y,",' .•. 0.4, At. 0.6
hard scale uncertainties

LEPTO 6.3lu
o<" MEPS

.•. CTEQ4M, At. MRSA
~",' .•. '2.0, At. '0.5

theoretical uncertainties
meanJ995 E!) stat. 0 syst. error

Figure 11.21: Summary oj systematic checks Jor the detel'mination oj a.(Mn in six bins oj Q2 Jrom the exclusive (2+1)-jet rate R2+I
:;;: using ZEUS 1995 data, ARlADNE4.08 for the correction and GRV(HO) in MEPJET. See text for discussion.
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no significant contribution to th.e full phase space. This model dependence represents the
dominant systematic unccrt,tinly of this ,tnalysis.

The freedom of choice of the used POI" is a second dominant source of systematic un-
certainty in this analysis (+0.0087). This variation can be traced to the different relative
description of the total 01S and the exclusive (2+1)-jet cross section provided by the MRSA
and CTEQ4M parameterizations in t.he MEPJET calculations (cf. sec. 10.1). Noticeable is,
that both, MRSA and CTEQ4M, give very similar results, significantly larger than obtained
from GRV(I-IO), throughout the pha.~e space of this analysis.

The uncertainty int.roduced by variation of the renormalization and factorization scale is
negligible.

The total size of the theoretical uncertainties ('1.'06.01, = ~~:~~~)dominates the system-
atic error of t.his analysis. Thus, the total systematic error ('Y' 6.01, = ~~:~:~)is five to eight
times larger than the statistical error of the measurement ("·'6.01, = ~~~~270). A numerical
summary of the systematic errors, also for the single Q2-bins, is given in the table 11.3.

Chapter 12

11.5.1 Using LEPT06.3tuned for the Correction

As the LEPT06.3IuncdMC provides a significantly different correction it is of interest whether
the systematic checks exhibit a different behavior if they are applied to a determination of
01, using the LEPT06.3Iuo,cdMC to correct the measured data. Thus, in parallel to the
presented default analysis a second analysis was performed using LEPT06.3Iunedas default
and ARlADNE4.08only as systematic check. For this second analysis also a complete list of
systematic checks was worked out, completely analogous to the list presented in section 1l.5.
The numerical results are summarized in table 1".3and graphically shown in the figures 1".1
and 1".2 in the appendix F.

In general the variations introduced by the systematic checks are very similar to the
behavior which is found if ARIADNE4.08is used for the correction. This is true for the
direction in which a particular check varies the result as well as for the approximate size of
the variat ion.

There is only one significant exception to this statement: as the choice of differently recon-
structed hard scales lower the results on 01, if ARIADNE4.08is used, QbA and Q'!wIX exhibit
the tendency to raise the results on 01, if LEPT06.3Innedis used for the correction, i.e. this
check shows an opposite behavior in both cases.

In addition, it is remarkable that the determination of 01, with the hard scale Q~{[X

provides in both cases more similar results compared to the use of QbA than compared to
the use of Q}B' This is in contrast to the expectation since the scale Q'!wIX is according to
its definition more similar to Q~B in the reconstruction and the jet finding (d. sec. 11.3.1).

With the systematic errors obtained in section 11.5 the result on the determination of 01, from
the exclusive (2+1)-jet rate (sec. 10.2) now can be completed. As the systematic checks were
performed on the ZEUS 1995 data set only, only the corresponding figure 10.6 is updated.

The figure 12.1 presents graphically the final result of this analysis, including the statis-
tical and the systematic errors. All errors are added in quadrature in order to calculate the
total error, the size of the statistical errors is denoted in figure 12.1 by the tick marks. The
fully detailed numerical result, determined from the 1995 data, can be obtained from table
1l.3. In the full phase space of this analysis the final result on OI,(M;) reads as follows:

OI,(M";) = 0.1251 ± 0.0012 (stat) ~~::~~ (exp) ~~::~: (jet) ~~:~~~(scale) ~~:~~~;(theo)
= 0.1251 ± 0.0012 (stat) ~~:~:~(syst) (12.1)

As in table 11.3, stat denotes the statistical error, exp the experimental uncertainty due to
the selection of DIS events in the data, jet the uncertainty introduced by the variation of the
definition of the jet finding, scale the uncertainty caused by the hard scattering scale and
the choice of the jet resolution parameter, lheo the model dependent uncertainty and syst
the total systematic error.

The systematic errors are about ten times larger than the statistical error and are
dominated by the dependence on the MC model, the choice of the parton density functions
and the reconstruction of the hard scale.

Since the major systematic uncertainties exhibit a correlated shift of the results, the
shape of the results on 01,( Q2) is not significantly changed. Thus, the feature of the data to
strongly favor the running of 01., as discussed in section 10.2.1, is not significantly changed
by the large systematic uncertainties.

The result presented in equation 12.1 is consistent with the current world average,
OI,(M;) = 0.119 ± 0.002, if the large systematic error of this determination of Ci, is taken
into account.

It is also consistent within 1.5,t.t0'95 with the determination of 01, from the ZEUS 1996
data which give the result: 01,( M;) = 0.1234±0.00IO. It is expected that the general behavior
of the systematic uncertainties discussed for the 1995 data is not significantly different for
the 1996 data, too.

By employing a di·fferent MC model for the simulation of the higher order parton evolution
(LEPT06.3Iuncd instead of ARlADNE4.08)a result is found which lies at the lower limit of the
systematic uncertainty of the presented result, i.e. below the world average:

OI;EPTO(M;) 0.1158 ± 0.0012 (stat) ~~O~::6(exp) +~~O~4(jet) ~~:::: (scale) ~~:~~ (theo)
0.1158 ± 0.0012 (stat) .:tOO~1223(syst) (12.2)
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model dependence was found to be about half as large as in this analysis, with the relative
change between the models inverted. Instead, the variations of the renormalization and the
factorization scale contribute significantly.
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Beyond the scope of this analysis there are a number of interesting questions which should
be briefly mentioned here. From the view of this analysis they have to be left as tasks for
the future.

The systematic effect introduced by different hadronization models was not investigated
in this analysisl. Here only a comparison can be made to the detailed determination of the
hadronization uncertainty performed in [Tre96] using the JADE algorithm in a comparable
phase space. There the biggest hadronization uncertainty was caused by the switch between
the Lund fragmentation and the cluster fragmentation implemented in HERWIG. For the
full phase space the uncertainty resulted in a f!.A5 ~ 50 MeV. Towards low Q2, where this
analysis extends the phase space used in [Tre96], the hadronization effects grow. In fact, this
was the reason to limit the phase space towards low Q2 in [Tre96J. By using the exclusive
]{J. algorithm from theoretical considerations (cf. discussion in sec. 7.4.3) the sensitivity to
the hadronization is expected to be smaller than for the JADE algorithm. In addition, the
biggest single uncertainties in this analysis correspond to a variation of f!.A5 ~ 150 MeV.
Therefore, for this analysis it is concluded that the hadronization uncertainty, if checked,
would not belong to the major systematic uncertainties.

It would be interesting to use an alternative NLO program to explicitly cross check
the predictions made by MEPJET. The use of DlSENT or DlSASTER++ would give an
completely independent cross check, as they employ the phase space subtraction method to
cut against the divergences in the matrix element calculations, instead of the phase space
slicing method utilized by MEPJET. Nevertheless, no significant contribution to the sys-
tematic error of this analysis is expected from this source. Checks which were made, not
regarding the phase space or special requirements of this analysis, showed that these different
programs in general exhibit an excellent agreement at leading order and still a very satisfact-
ory agreement at NLO [MZ97a, Gra97].

A comparison of LO predictions by MEPJET and LO MC simulations provides in-
formation on the consistency between the theoretical predictions and the MC implemen-
tations. Such an explicit comparison was performed for [ZEU95a], comparing the NLO
programs of the first generation, DISJET and PROJET, with LEPT06.1. For the phase
space of this analysis such a study was performed by [Mus97] using MEPJET and the ex-
clusive ]{J. jet finding algorithm. Since it is not yet documented anywhere else the main
results are summarized in the appendix G.

The method to determine as applied in this analysis does not take into account the
variation of as within the PDF, which is a second source of dependence of the exclusive
(2+1)-jet rate R2+J on as. This effect is expected to be small for high Q2 regions and will
becomes more and more important towards lower Q2. In [CR96] a study was presented
for the JADE algorithm using PROJET4.1 and the MSRH parameterization of the parton
density functions. They conclude that this effect can be neglected for Q2 > 1000 GeV2

and become dominant with respect to the variation of as in the matrix element calculations

usedMC : ARIADNE4.08 (COM)

usedSF: (GRV(HO»

++-i+-j + I
Q2

Figure 12.1: (a): Final result on as(Q2) with statistical (tick marks) and total errors, by
addition in quadrature, in six bins of Q2 (full circles) and in one big bin (open cil'Cle)
determined from the exclusive (2+1)-jet rate R2+l using ZEUS 1995 data, ARIADNE4.08for
the con'eclion and GIlV(HO) in MEPJET. (b): the same data evolved to as(M;).

Thus, the size of the systematic uncertainties is comparable to that found in the default
analysis, but here their combination turns out to be very asymmetric. The use of this MC
model is disfavored mainly due to the weak description of the Iln+l jet rates.

Recently I-I1 published two new results for the determinations of as [H198, Tob98].
Both utilize the JADE algorithm for the jet finding and the HI 1994 & 1995 data. Here
LEPT06.5 is used as the default MC for the correction. The first analysis determines as from
the exclusive (2+1)-jet rate R2+1 and essentially updates the former analysis [HI95J. The
second analysis determines as form the differential (2+1)-jet rate D2• The given results are:

0.117 ± 0.003 (stat) ~~:~~~(sys)

0.118 ± 0.002 (stat) ~~:~~~(sys)
'The HERWIGMG, introduced in section 8.5, was planned to be used for such a check. Due to an

unsolvedtechnicalproblemthis checkwasnot finishedby the time whenthis thesiswassubmitted.



below Q2 ~ 40 GeV2. A similar study using the exclusive [{.L algorithm and a NLO program
of the second generation is not yet available, although this might turn out to be a significant
systematic elTed. A study to clarify the size of this contribution to the as-dependence of the
(2+ 1)-jet rate in the selected phase space of this analysis by using the exclusive [(.L algorithm
is presently under study.

The longitudinally invariant K.L algorithm recently has become of interest to be used in
the DIS regime as it does not exhibit the depletion elTect in the identification of (2+1)-jet
configurations at high-Q2 (high-x) as the exclusive variant of this algorithm does (cf. sec.
9.3.1). Thus, the phase space of the analysis can be extended to much higher values of Q2.
This interesting option is under study at ZEUS, too. The remarkable feature of this study
is, that it seems to reveal a significant systematic dependence on the algorithm used in the
identification of (2+ 1)-jet configurations in order to determine of as.

Chapter 13

Summary

A determination of the strong coupling constant as has been presented using the exclusive
(2+l)-jet rate R2+1 determined by the f{.L jet finding algorithm in deep inelastic scattering
data measured with the ZEUS detector at HERA.

The kinematic range of this analysis was chosen to:

44 GeV2 < Q2 < 3600 GeV2,

0.04 < y < 0.95,
0.001 < x < 0.1,
E., > 10GeV .

The analysis was performed on the 1995 and the 1996 data samples measured by ZEUS, corre-
sponding to the integrated luminosities of £95 = 6.30pb-1 and £96 = 8.16 pb-1, respectively.

The jet finding by the f{.L algorithm was performed at a fLxedjet resolution Ycut = 0.5
using Q2 as hard scale of the scattering process. Jets found by the f{.L algorithm had to fulfill
the requirements 'li.t < 2.436 and pt.t > 4 GeV to be counted as valid. The measured data
was corrected to the parton level by the AIUADNE4.08MC model. At parton level the (2+1)-
jet rate R2+1 from corrected data was compared to the NLO QCD predictions calculated by
MEPJET for different values of AQCD, i.e. different values of the strong coupling as. In this
comparison that value of as was interpolated which gave the best fit to the corrected data.
The analysis was performed in six bins of Q2 as well as in the full Q2-range. The results
obtained at average values (Q2) were evolved to the ZO mass for the comparison with other
measurements. A full set of systematic studies was carried out for the 1995 da.ta sample
only.

The result obtained from the 1995 data in the full phase space of this analysis reads:

0.1251 ± 0.0012 (stat) ~g::~~(exp) ~g::1:(jet) :g::~;(scale) :g:::;(theo)

0.1251 ± 0.0012 (stat) :~:~:~(syst)

where stat denotes the statistical error, exp the experimental uncertainty due to the selection
of DIS events in the data, jet the uncertainty introduced by the variation of the definition
of the jet finding, scale the uncertainty caused by the hard scattering scale and the choice
of the jet resolution parameter, theo the model dependent uncertainty and syst the total
systematic error.

The total systematic error is about ten times larger than the statistical error and is
dominated by the dependence on the MC model, the freedom of choice of the parton density
functions and the reconstruction of the hard scale.

This result is well in agreement with the current world average value of as(M;) = 0.119±
0.002, which has been calculated from many approaches to determine as and, thus, has a
relati vely small total error.



The result from Uw 1996 data (oAM;) = 0.1234 ± 0.0010 (stat)) is consistent with that
obtained from the 1995 data within 1.5 "·'a95' As the systematic errors are expected to be
similar to those of the 1995 elata, tbis result is regarded as consistent with the current world
average, too.

The data strongly favor the running of a. a.~compared to the assumption of a constant
0'0 Since the major systematic uncertainties exhibit a correlated shift of the results, the
shape of the results on a.(Q2) is not significanUy changed. Thus, this feature of the data is
not signiftcanUy changed by the large systematic uncertainties.

Tbe chosen MC model for the correction of the data provides the major systematic un-
certainty of this analysiso The Color Dipole Model and the MEPS model provide significantly
difTerent simulations of the parton level to which the data are corrected. For both cases a full
set of systematic checks was worked out. It was found that, besides one, all checks behave
very similar in direction and size of the variation. Only the variation in the reconstruction of
the hard scale, the third biggest systematic uncertainty in this analysis, changes the direction
in which the result is varied.

The use of the MEPS MC for the correction of the data was disfavored mainly due to its
weak description of the 1l,.+1 jet rates.

The second major uncertainty is the freedom of choice of a parton density function. Next
to the default choice, GRY(HO), the parameterizations MR.SA and CTEQ4M were checked.
Both give very similar results on as) but significantly different than for GRY(HO). This
behavior can be traced to the different relative description of the total DIS and the exclusive
(2+1)-jet cross sections in the MEPJET calculations. In general, MEPJET underestimates
these cross sections when it is compared to corrected data. The amount depends on the
chosen parton density function. By using the (2+1)-jet rate as quantity to determine a. this
misdescription cancel, at least to a large extent.

ConsequenUy, the determination of a. from the exclusive (2+ I )-jet cross section yields
very large values of a •. The systematic errors are expected larger than presented above due
to additional uncertainties. But due the size of the misdescription of the cross sections in
MEPJET, inconsistency with the world average can be expected for this approach.

The determination of the strong coupling constant a. from the (2+ 1)-jet configuration
of the hadronic final state in ep- scattering is dominated by the systematic errors related to
MC models and to the parameterizations of the parton densities. New ideas are needed for a
significant reduction of these uncertainties to overcome this limitation in the determination
of a •.

Appendix A

This chapter gives the numerical results of the event selection on the used data samples:

• ZEUS data 1995 running period

• ZEUS data 1996 running period

• 1995 MC ARIADNE4.08

• 1995 MC LEPT06.3

• 1996 MC ARIADNE4.08
The numerical results cover:

1. the measured number (#) of found DIS events in the chosen phase space

2. the number of events with an additional (2+1)-jet configuration in the hadronic final
state identified by the default jet finding procedure (I{l. algorithm, Ycut = 0.5, hard
scale: Q}B)'

These results are given in the chosen Q2-bins and in addition in one big bin which covers the
full phase space for 1995 data and only the region Q2 > 80 Gey2 for 1996 data. The latter
restriction was invented in order to compare to the 1996 sample of the ARIADNE4.08MC
which has been produced with a threshold of Q2 > 70 Gey2. For the MC samples the parton,
hadron and detector level results are given. The quoted bin centers (Q2) were taken from
the mean of the Q2 distribution of the selected OIS events in the bins found with the 1995
data sample.

For each data sample the measured integrated luminosity I:- is quoted. For the MC
samples an effective integrated luminosity I:-el I was used, i.e. the generated luminosity times
the fraction which had passed the ZEUS MC chain.

The following quantities can be derived directly from these data:

• the raw, uncorrected rate of (2+ 1)-jet events R2+1

I_DIS . du~i~) _ 1 #of (2+l}-events
• t le cross section dQ' - Z AQ'

• the dijet cross section ~g~.= t #of Dl~-;vents,

which are given too with statistical errors only. Especially the errors given for the cross
sections measured from ZEUS data do not take into account the total systematic error on
the luminosity measurement which is about 1.1 % in 1995 and 1.3 % in 1996.



1995 Me ARIADNE4.08
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [Gey2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
bin center (Q2) [Gey2] 50 66 110 219 435 1128 140
det : # of DIS events 26946 31078 33985 14911 6057 2734 115711
det : # of (2+1)-jet events 2600 3037 2816 827 234 90 9604
det : (2+1)-jet rate R2+1 [%] 9.65±0.20 9.77±0.19 8.29±0.16 5.55±0.20 3.86±0.26 3.29±0.35 8.300±0.088
had: # of DIS events 26944 30233 32265 13883 5563 2535 111423
had: # of (2+1)-jet events 2159 2386 2089 671 178 51 7534
had: (2+1)-jet rate R2+1 [%] 8.01±0.18 7.89±0.17 6.47±0.19 4.83±0.15 3.20±0.24 2.01±0.28 6.76±0.080
par: # of DIS events 26944 30233 32265 13883 5563 2535 111423
par : # of (2+ 1)-jet events 2903 3237 2834 872 235 58 10139
par: (2+1)-jet rate R2+1 [%] 10.77±0.21 10.71±0.20 8.78±0.17 6.28±0.22 4.22±0.28 2.29±0.30 9.100±0.094

efr. luminosity efJ f ot 1 9.2235

det: da}J}s/dQ2 [pb/Gey2] 243±70 140±29 46.1±5.2 10.10±0.80 2.05±0.12 0.1001±0.0027 3.528±0.060

det: dag:;J/dQ2 [pb/Gey2J 23.5±6.8 13.7±2.8 3.81±0.43 0.560±0.048 0.0793±0.0068 0.00330±0.00035 0.2928±0.0057

had: da}Jh/dQ2 [pb/Gey2J 243±70 137±28 43.7±4.9 9.40±0.75 1.88±0.11 0.0929±0.0025 3.397±0.058

had: dag:;) /dQ2 [pb/Gey2J 19.5±5.6 10.8±2.2 2.83±0.32 0.455±0.040 0.0603±0.0056 0.00187±0.00026 0.2297±0.0047

par: da})}s/dQ2 [pb/Gey2J 243±70 137±28 43.7±4.9 9.41±0.75 1.88±0.11 0.0929±0.0025 3.397±0.058

par: dag:;l/dQ2 [pb/Gey2] 26.2±7.6 14.6±3.0 3.84±0.44 0.591±0.051 0.0796±0.0068 0.00212±0.00028 0.3091±0.0060
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ZEUS 1995 uncorrected data
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [Gey2] 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
bin center (Q2) [Gey2J 50 66 110 219 435 1128 140
# of DIS events 18311 21234 24323 10663 4120 1863 80514
# of (2+1 )-jet events 1545 1866 1842 530 111 61 5955
(2+l)-jet rate R2+1 [%] 8.44±0.22 8.79±0.21 7.57±0.18 4.97±0.22 2.69±0.26 3.27±0.42 7.396±0.099

luminosity.c f ot 1 6.30 (±1.1 % absolute, neglected)

da}Jh/dQ2 [pb/Gey2J 242±70 140±29 48.3±5.4 10.58±0.84 2.04±0.12 0.0999±0.0030 3.594±0.062

dag:i)/dQ2 [pb/Gey2] 20.4±5.9 12.3±2.5 3.65±0.42 0.526±0.047 0.0551±0.0061 0.00327±0.00042 0.2658±0.0056

ZEUS 1996 uncorrected data
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [Gey2] 44...56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600
bin center (Q2) [Gey2J 50 66 110 219 435 1128 218
# of DIS events 23468 27606 30921 13613 5497 2464 52495
# of (2+ 1)-jet events 1973 2314 2254 694 205 57 3210
(2+1)-jet rate R2+l [%] 8.41±0.20 8.38±0.18 7.29±0.16 5.10±0.20 3.73±0.27 2.31±0.31 6.11±0.11

luminosity.c r otl 8.16 (±1.3 % absolute, neglected)

da}J}s/dQ2 [pb/Gey2] 240±69 141±29 47.3±5.3 10.42±0.83 2.10±0.12 0.1020±0.0028 1.827±0.032

dag:i)/dQ2 [pb/Gey2J 20.1±5.8 11.8±2.4 3.45±0.39 0.531±0.047 0.0785±0.0070 0.00236±0.00032 0.1117±0.0027



1995 Me LEPT06.3

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total
Q2-range [Gey2] 44...56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
bin center (Q2) [Gey2J 50 66 110 219 435 1128 140

det : # of DIS events 29683 34333 38550 17317 7122 3192 130197
det : # of (2+1 )-jet events 3318 3689 3301 934 271 III 11624
det : (2+ 1)-jet rate R2+1 [%] 11.18±0.20 10.74±0.19 8.56±0.16 5.39±0.18 3.8l±0.24 3.48±0.34 8.928±0.086

had : # of DIS events 29653 33610 36616 16083 6465 2865 125292
. had: # of (2+1)-jet events 2342 2556 2108 570 136 46 7758

had: (2+1)-jet rate R2+1 [%] 7.90±0.17 7.60±0.16 5.76±0.13 3.54±0.15 2.10±0.18 1.6l±0.24 6.192±0.072

par: # of DIS events 29653 33610 36616 16083 6465 2865 125292
par: # of (2+ 1)-jet events 2943 3137 2815 828 215 67 10005
par: (2+1)-jet rate R2+1 [%1 9.92±0.19 9.33±0.17 7.69±0.15 5.15±0.18 3.33±0.23 2.34±0.29 7.985±0.083

elf. luminosity .eel I r.!b1 10.722

det: dr:r'D}s/dQ2 [pb/Gey2J 23l±67 133±27 44.9±5.0 10.09±0.80 2.08±0.12 0.1006±0.0026 3.415±0.058

det: dr:rgtil/dQ2 [pb/Gey2] 25.8±7.5 14.3±2.9 3.85±0.44 0.544±0.047 0.0790±0.0065 0.00350±0.00034 0.3049±0.0058

had: dr:r'Dh/dQ2 [pb/Gey2J 230±67 13l±27 42.7±4.8 9.37±0.74 1.88±0.11 0.0903±0.0024 3.286±0.056

had: dr:rgtil/dQ2 [pb/Gey2J 18.2±5.3 9.9±2.0 2.46±0.28 0.332±0.030 0.0396±0.0041 0.00145±0.00022 0.2035±0.0041

par: dr:r'Dh/dQ2 [pb/Gey2] 230±67 13l±27 42.7±4.8 9.37±0.74 1.88±0.11 0.0903±0.0024 3.286±0.056

par: dr:rgtil/dQ2 [pb/Gey2] 22.9±6.6 12.2±2.5 3.28±0.37 0.483±0.042 0.0627±0.0055 0.00211±0.00026 0.2624±0.0051

1995 Me LEPT06.3tuned

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total
Q2-range [Gey2] 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
bin center (Q2) [Gey2J 50 66 110 219 435 1128 140

det : # of DIS events 23611 27678 30457 13648 5510 2591 103495
det : # of (2+1)-jet events 2024 2289 2150 687 174 76 7400
det : (2+l)-jet rate R2+1 [%] 8.57±0.20 8.27±0.18 7.06±0.16 5.03±0.20 3.16±0.24 2.93±0.34 7.150±0.086
had: # of DIS events 23625 27155 29158 12678 5047 2399 100062
had: # of (2+1)-jet events 1400 1565 1360 421 108 39 4893
had: (2+1)-jet rate R2+1 [%] 5.93±0.16 5.76±0.15 4.66±0.13 3.32±0.16 2.14±0.21 1.63±0.26 4.890±0.072
par: # of DIS events 23625 27155 29158 12678 5047 2399 100062
par : # of (2+ 1)-jet events 1792 2026 1821 613 155 61 6468
par: (2+l)-jet rate R2+1 [%] 7.59±0.19 7.46±0.17 6.25±0.15 4.84±0.20 3.07±0.25 2.54±0.33 6.464±0.083

elf. luminosity .eel I r;;\;1 8.5226

det: dr:r'D}s/dQ2 [pb/Gey2) 23l±67 135±28 44.7±5.0 10.0l±0.80 2.02±0.12 0.1027±0.0028 3.415±0.058

det : dr:rgtil / dQ2 [pb/Gey2) 19.8±5.7 11.2±2.3 3.15±0.36 0.504±0.044 0.0638±0.0060 0.0030l±0.00035 0.2442±0.0050

had: dr:r'D}s/dQ2 [pb/Gey2] 23l±67 133±27 42.8±4.8 9.30±0.74 1.85±0.11 0.095l±0.0026 3.302±0.056

had: dr:rgtil/dQ2 [pb/Gey2] 13.7±4.0 7.7±1.6 1.99±0.23 0.309±0.029 0.0396±0.0044 0.00155±0.00025 0.1615±0.0036

par: dr:r'D}s/dQ2 [pb/Gey2J 23l±67 133±27 42.8±4.8 9.30±0.74 1.85±0.11 0.095l±0.0026 3.302±0.056

par: dr:rgtP /dQ2 [pb/Gey2) 17.5±5.1 9.9l±2.0 2.67±0.31 0.450±0.040 0.0568±0.0056 0.00242±0.00031 0.2134±0.0045
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Purities, Efficiencies and Correction
Factors
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This chapter gives the numerical results for the purities, efficiencies and correction factors
for the exclusive (2+1)-jet rate R2+1 obtained from the MC samples
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• the direct transition from parton to detector level which was applied to obtain the final
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In addition, the correction factors are given which are used to correct the total DIS
cross section da}Jis/dQ2 and the exclusive (2+1)-jet cross section da~:;) /dQ2 to hadron
and parton level.

These quantities are given in the chosen Q2-bins and in addition in one big bin which
covers the full phase space for 1995 data and only the region Q2 > 80 Gey2 for 1996 data.
As before, the latter restriction was invented since the 1996 sample of the ARIADNE4.08 MC
has been produced with a threshold of Q2 > 70 Gey2.

The errors given for the purities and efficiencies are obtained from simple Gaussian error
propagation without regarding the correlation of the data sets while for the correction factors
the method of error calculation discusses in conjunction with equation 9.11 was applied.
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Purities, Efficiencies and Correction Factors for the exclusive (2+1)-jet rate
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [GeV2] 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600

1995 MC LEPT06.3tunea

p : hadf-tpar 0.657±0.028 0.684±0.027 0.76l±0.031 0.84l±0.061 0.82±0.12 0.95±0.22 0.717±0.016
£ 0.513±0.021 0.529±0.020 0.568±0.022 0.577±0.039 0.574±0.076 0.6l±0.13 0.542±0.01l
JrC 1.280±0.016 1.295±0.016 1.339±0.012 1.456l±0.0073 1.4352±0.0037 1.564l±0.0026 1.322±0.012

I p : detf-thad 0.210±0.01l 0.245±0.012 0.30l±0.014 0.35l±0.026 0.299±0.047 0.316±0.074 0.2635±0.0067
£ 0.304±0.017 0.358±0.018 0.476±0.023 0.572±0.046 0.48l±0.081 0.62±0.16 0.399±0.01l
JrC 0.69l±0.021 0.697±0.020 0.661±0.015 0.6597±0.0092 0.6776±0.0046 0.5542±0.0037 0.684±0.016

p : detf-tpar 0.25l±0.012 0.284±0.013 0.356±0.015 0.438±0.030 0.333±0.051 0.395±0.085 0.3127±0.0074
£ 0.283±0.014 0.32l±0.014 0.42l±0.018 0.49l±0.035 0.374±0.058 0.49±0.1l 0.3578±0.0087
]rc 0.885±0.024 0.902±0.023 0.885±0.018 0.961±0.01l 0.9725±0.0055 0.8669±0.0047 0.904±0.018

1995 MC LEPT06.3
P : hadf-tpar 0.617±0.021 0.648±0.020 0.719±0.024 0.796±0.050 0.8l±0.10 0.9l±0.19 0.673±0.012

Ie: 0.49l±0.0l6 0.528±0.016 0.538±0.017 0.548±0.032 0.512±0.060 0.63±0.12 0.522l±0.0089
JrC 1.257±0.025 1.227±0.023 1.335±0.016 1.4526±0.0080 1.5809±0.0038 1.4565±0.0025 1.290±0.017

p : detf-thad 0.2089±0.0087 0.2385±0.0089 0.283±0.010 0.290±0.020 0.262±0.035 0.216±0.049 0.2472±0.0052
£ 0.296±0.013 0.344±0.013 0.444±0.017 0.475±0.035 0.522±0.076 0.52±0.13 0.3705±0.0081
Jrc 0.707±0.031 O.708± 0.030 0.672±0.021 0.657±0.010 0.5528±0.0055 0.4617±0.0044 0.694±0.022
p : det f-tpar 0.2360±0.0094 0.2678±0.0096 0.340±0.012 0.387±0.024 0.339±0.041 0.333±0.063 0.2910±0.0057
£ 0.266±0.01l 0.315±0.01l 0.398±0.014 0.436±0.027 0.428±0.053 0.55±0.1l 0.3380±0.0067
JrC 0.888±0.O35 0.869±0.033 0.898±0.024 0.955±0.012 0.8740±0.0069 0.6725±0.0053 0.894±0.025

Table B.2: Purities p, efficiencies c and correction factors irc for the exclusive (2+l)-jet rate R2+l obtained from different MC samples
for different bins in Q2 using the default DIS and jet selection. Contination from table B.l.

Purities, Efficiencies and Correction Factors for the exclusive (2+1)-jet rate
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [GeV2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600

1995 MC ARIADNE4.08
P : hadf-tpar 0.75l±0.025 0.770±0.024 0.829±0.027 0.866±0.049 0.910±0.099 0.88±0.18 0.793±0.014
£ 0.558±0.017 0.568±0.017 0.61l±0.019 0.666±0.036 0.689±0.070 0.78±0.15 0.5895±0.0096

I Jrc 1.345±0.026 1.357±0.026 1.357±0.019 1.300±0.012 1.3202±0.0066 1.1374±0.0030 1.346±0.020
p : detf-thad 0.273±0.012 0.317±0.012 0.395±0.014 0.439±0.028 0.466±0.054 0.344±0.072 0.3424±0.0069
£ 0.329±0.014 0.403±0.015 0.532±0.020 0.541±0.035 0.612±0.074 0.6l±0.14 0.4364±0.0091
Jrc 0.830±0.027 0.808±0.027 0.78l±0.021 0.871±0.012 0.8282±0.0069 0.611l±0.0047 0.815±0.022
p : detf-tpar 0.317±0.013 0.364±0.013 0.468±0.016 0.505±0.030 0.530±0.059 0.400±0.079 0.3982±0.0076
£ 0.284±0.01l 0.342±0.012 0.465±0.015 0.479±0.029 0.528±0.059 0.62l±0.13 0.377±0.0072
Jrc 1.1l7±0.032 1.096±0.032 1.060±0.025 1.132±0.014 1.0935±0.0079 0.6950±0.0050 1.096±0.025

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total
Q2-range [GeV2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600

1996 MC ARIADNE4.08
P : hadf-tpar ± ± 0.829±0.021 0.873±0.038 0.846±0.073 0.925±0.13 0.842±0.018
£ ± ± 0.627±0.015 0.683±0.028 0.669±0.055 0.83±0.1l 0.646±0.013
JrC ± ± 1.323±0.019 1.278±0.012 1.2637±0.0061 1.1122±0.0039 1.305±0.0l5
p : det f-thad ± ± 0.450±0.013 0.446±0.022 0.432±0.041 0.438±0.070 0.448±0.01l
£ ± ± 0.52l±0.015 0.508±0.026 0.558±0.055 0.523±0.086 0.520±0.013
JrC ± ± 0.834±0.020 0.887±0.012 0.8058±0.0067 0.8460±0.0044 0.850±0.015
p : det f-tpar ± ± 0.509±0.014 0.52l±0.025 0.477±0.043 0.414±0.068 0.508±0.012
£ ± ± 0.446±0.012 0.464±0.022 0.488±0.044 0.445±0.074 0.452±0.010
JrC ± ± 1.l04±0.023 1.133±0.014 1.01823±0.0076 0.9409±0.0046 1.l09±0.017

Table B.1: Purities p, efficiencies c and correction factors irC for the exclusive (2+l)-jet rate R2+l obtained from different MC samples
for different bins in Q2 using the default DIS and jet selection. Continued with table B.2.
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~ Table B.3: Correction factors aDlsC and aHlC for the total DIS and the exclusive (2+1)-jet cross section obtained from different MC
samples for different bins in Q2 using the default DIS and jet selection.

Correction Factors for the total DIS and the exclusive (2+1)-jet cross section
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [GeV2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
1995 MC ARIADNE4.08

aDlSC : dett-thadjpar 0.9999±0.0052 0.9728±0.0042 0.9494±0.0031 0.9310±0.0045 0.9184±0.0070 0.9272±0.0091 0.9629±0.0020
a'+l C : dett-thad 0.830±0.020 0.786±0.017 0.742±0.016 0.811±0.030 0.76l±0.052 0.567±0.074 0.7845±0.0095
a'+l C : dett-tpar 1.117±0.025 1.066±0.022 1.006±0.020 1.054±0.036 1.004±0.064 0.644±0.078 1.056±0.012

1995 MC LEPT06.3tunea
aDlSC : dett-thadjpar II 1.0006±0.0055 0.9811±0.0043 0.9574±0.0033 0.9289±0.0047 0.9160±0.0072 0.9259±0.0092 0.9668±0.0021
a'+l C : dett-thad II 0.692±0.021 0.684±0.019 0.633±0.017 0.613±0.029 0.62l±0.060 0.513±0.077 0.66l±0.010
aHl C : dett-tpar II 0.885±0.025 0.885±0.023 0.847±0.021 0.892±0.036 0.89l±0.079 0.80±0.10 0.874±0.012

1995 MC LEPT06.3
aolSC : dett-thadjpar 0.9990±0.0049 0.9789±0.0039 0.9498±0.0029 0.9287±0.0042 0.9078±0.0065 0.8976±0.0084 0.9623±0.0019
a,+, C : dett-thad 0.706±0.017 0.693±0.015 0.639±0.014 0.610±0.026 0.502±0.043 0.414±0.061 0.6674±0.0082
aHl C : dett-tpar 0.887±0.019 0.850±0.017 0.853±0.017 0.887±0.033 0.793±0.057 0.602±0.071 0.8607±0.0097

I bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total
Q2-range [GeV2) I 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600

1996 MC ARIADNE4.08
aDlsC : dett-thadjpar ± ± 1.0352±0.0027 0.9909±0.0039 0.9613±0.0058 0.988l±0.0078 1.0128±0.0020
a'+l C : dett-thad ± ± 0.864±0.015 0.879±0.026 0.775±0.043 0.836±0.079 0.86l±0.012
aHl C : dett-tpar ± ± 1.143±0.018 1.123±0.031 0.979±0.052 0.930±0.089 1.123±0.015



Total DIS and exclusive (2+1)-jet cross sections from 1995 and 1996 data corrected to hadron and parton level
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [Gey2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
[pb/Gey2] 1995 MC ARIADNE4.08

du}J}s/ dQ' : had/par level 240±70 137±28 45.8±5.1 9.85±0.79 1.88±0.11 0.0926±0.0029 3.46l±0.060
dug:;) /dQ2 : had level 17.0±4.9 9.7±2.0 2.71±0.31 0.427±0.042 0.0419±0.0054 0.00185±0.00034 0.2085±0.0051
du't,:;J /dQ2 : par level 22.8±6.6 13.2±2.7 3.68±0.43 0.554±0.054 0.0553±0.0070 0.00210±0.00037 0.2806±0.0067

[pb/GeY'] 1995 MC LEPT06.3tune
"

du}J}s/ dQ' : had/par level 240±70 138±28 46.2±5.2 9.83±0.78 1.87±0.11 0.0925±0.0029 3.475±0.060
dug:;) /dQ2 : had level 14.l±4.1 8.4±1.7 2.31±0.27 0.322±0.033 0.0342±0.0050 0.00168±0.00033 0.1758±0.0046
du't,:;J /dQ2 : par level 18.l±5.3 10.9±2.3 3.10±0.36 0.469±0.046 0.0490±0.0069 0.00263±0.00048 0.2323±0.0059

[pb/GeY"J 1995 MC LEPT06.3
du'Dh/dQ2 : had/par level 240±70 137±28 45.8±5.1 9.82±0.78 1.86±0.11 0.0897±0.0028 3.459±0.060
dug:;) /dQ2 : had level 14.4±4.2 8.6±1.8 2.33±0.27 0.32l±0.032 0.0276±0.0038 0.00136±0.00026 0.1774±0.0043
dug:;> / dQ2 : par level 18.l±5.3 10.5±2.2 3.12±0.36 0.466±0.045 0.0437±0.0057 0.00197±0.00035 0.2288±0.0055

bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total
Q2-range [Gey2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600

[pb/Gey2J 1996 MC ARIADNE4.08
du'D}s/dQ' : had/par level ± ± 49.0±5.5 10.33±0.82 2.02±0.12 0.1007±0.0029 1.850±0.032
dug:;) /dQ2 : had level ± ± 2.98±0.34 0.467±0.043 0.0608±0.0064 0.00197±0.00032 0.096l±0.0027
dug:;) / dQ2 : par level ± ± 3.94±0.45 0.596±0.055 0.0768±0.0080 0.00219±0.00036 0.1254±0.0035

Table C.2: Total DIS du'Dh/dQ2 and exclusive (2+1)-jet cross sections dug:;) /dQ2 from 1995 and 1996 data corrected to hadron and
parton level by correction factors obtained from different MC samples for different bins in Q2 using the default DIS and jet selection.

Exclusive (2+1)-jet rate from 1995 and 1996 data corrected to hadron and parton level
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range [Gey2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
1995 MC ARIADNE4.08

R2+1 [%] : had level II 7.0l±0.30 7.10±0.30 I 5.92±0.21 4.33±0.20 2.23±0.22 2.00±0.26 II 6.03±0.18
R2+1 [%] : par level II 9.42±0.37 9.63±0.36 I 8.03±0.27 5.63±0.26 2.95±0.28 2.28±0.30 II 8.11±0.21

1995 MC LEPT06.3tune
"

R2+1 [%] : had level II 5.83±0.23 6.12±0.23 I 5.00±0.17 3.28±0.15 1.83±0.18 1.8l±0.24 II 5.06±0.14
R2+1 [%] : par level II 7.47±0.28 7.93±0.28 I 6.70±0.21 4.77±0.22 2.62±0.25 2.84±0.37 II 6.69±0.16

1995 MC LEPT06.3
R2+1 [%] : had level 5.96±0.31 6.22±0.30 5.09±0.20 3.27±0.15 1.49±0.14 1.5l±0.20 5.13±0.18
R2+1 [%] : par level 7.49±0.36 7.63±0.34 6.80±0.24 4.74±0.22 2.35±0.23 2.20±0.29 6.62±0.21

bin 1 bin 2 bin 3 bin 4 bin 5 b' v total
Q2-range [Gey2] 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600

1996 MC ARIADNE4.08
R2+! [%]: had level II ± ± 6.08±0.20 I 4.52±0.19 3.00±0.22 1.96±0.26 II 5.20±0.13

I R2+1 [%] : par level II ± ± 8.05±0.24 I 5.78±0.24 3.80±0.27 2.18±0.29 II 6.78±O.16

Table C.!: Exclusive (2+1)-jet rate R2+1from 1995 and 1996 data corrected to hadron and parton level by correction factors obtained from
different MC samples for different bins in Q2 using the default DIS and jet selection.



MEPJET version 2.0 predictions using GRV(HO)
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6

AbeD = : Q2-range [GeV2) 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600

100MeV: dcr'Dh/ dQ2 [pb/GeV2j 226±65 127±26 40.3±4.5 8.72±0.69 1.79±0.1O 0.0899±0.0017

: dcrgtil/dQ2 [pb/GeV2J 12.4±3.6 7.2±1.5 1.99±0.22 0.318±0.026 0.046l±0.0028 0.OO1652±0.000059

200 MeV : dcrJ;}s / dQ2 [pb/GeV2] 222±64 124±25 39.5±4.4 8.58±0.68 l.755±0.098 0.0889±0.0017

: dcrgti) /dQ2 [pb/GeV2] 15.3±4.4 8.4±1.7 2.36±0.27 0.372±0.030 0.0529±0.0034 0.001848±0.000063

i 300 MeV: dcr'D}S/ dQ2 [pb/GeV2] 217±63 122±25 38.9±4.3 8.45±0.67 l.739±0.098 0.0876±0.0017

I : dcrgti)/dQ2 [pb/GeV2] 17.7±5.1 9.8±2.0 2.65±0.30 0.410±0.033 0.0576±0.0039 0.O0203±0.0001l

400MeV: dcrJ;}s/dQ2 [pb/GeV2J 215±62 120±24 38.4±4.3 8.3l±0.66 l.719±0.096 0.0866±0.0016

: dcrgtil/dQ2 [pb/GeV2J 19.5±5.6 11.2±2.3 2.87±0.33 0.46l±0.038 0.0598±0.0037 0.002154±0.000080

600 MeV: dcr'Dh/ dQ2 [pb/GeV2J 209±60 116±24 37.5±4.2 8.17±0.65 1.690±0.095 0.085l±0.0016

: dcrgtil/dQ2 [pb/GeV2] 23.0±6.7 12.8±2.6 3.31±0.37 0.502±0.043 O.0682± 0.0044 0.00232±0.00012

800 MeV : dcr'Dh/dQ2 [pb/GeV2] 203±59 114±23 36.6±4.1 8.00±0.63 1.666±0.094 0.0842±0.0016

: dcrgtil/dQ2 [pb/GeV2] 28.0±8.1 14.7±3.0 3.80±0.43 0.566±0.047 0.0752±0.0067 0.00254±0.00013

Table D.l: ME? JET version 2.0 predictions oj total DIS cross sction dcr'Dh/ dQ2, exclusive (2+1)-jet cross section dcrgtil / dQ2 and the
derived (2+1)-jet rate R2+\ using the ?DF GRV(HO).



MEPJET version 2.0 predictions using CTEQ4M
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6

AbcD = : Q2-range [GeV2J 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600

100 MeV : du})}s/dQ2 [pb/GeV2J 236±68 133±27 42.7±4.8 9.23±0.73 1.88±0.11 0.0946±0.0018

: dug:;) /dQ2 [pb/GeV2J 11.2±3.3 6.5±1.3 1.86±0.21 0.303±0.024 0.0435±0.0027 0.001535± 0.000049

200 MeV : du})}s/dQ2 [pb/GeV2] 233±67 132±27 42.3±4.7 9.18±0.73 1.87±0.10 0.0944±0.0018

: dug:;)/dQ2 [pb/GeV2J 13.8±4.0 8.0±1.6 2.16±0.24 0.352±0.030 0.0501±0.0032 0.00 1802± 0.000063

300 MeV : du'D}s/dQ2 [pb/GeV2] 232±67 131±27 41.9±4.7 9.11±0.72 1.86±0.10 0.0939±0.0018

: dug:;) /dQ2 [pb/GeV2] 15.6±4.5 8.9±1.8 2.43±0.28 0.381±0.033 0.0540±0.0034 0.001976±0.000084

400 MeV : du})}s/dQ2 [pb/GeV2] 231±67 130±27 41.7±4.7 9.06±0.72 1.85±0.1O 0.0936±0.0018

: dug:P/dQ2 [pb/GeV2J 17.4±5.1 10.2±2.1 2.72±0.31 0.402±0.037 0.0575±0.0040 0.00208±0.00014

600 MeV : du'Dh/dQ2 [pb/GeV2J 229±66 128±26 41.3±4.6 8.95±0.71 1.84±0.10 0.0921±0.0018

: dug:;) /dQ2 [pb/GeV2] 21.2±6.2 12.1±2.5 3.12±0.36 0.450±0.038 0.0663±0.0043 0.00232±0.00012

800 MeV : du'Dh/dQ2 [pb/GeV2J 225±65 127±26 41.0±4.6 8.92±0.71 1.82±0.10 0.0919±0.0018

: dug:;) / dQ2 [pb / GeV2] 23.3±6.8 13.5±2.8 3.49±0.40 0.510±0.042 0.0703±0.0055 0.00255±0.00013

Table D.3: MEP JET version 2. a predictions of total DIS cross sction du'Dh/ dQ2, exclusive (2+1)-jet cross section dug:;) / dQ2 and the
derived (2+1)-jet rate R2+1 using the PDF CTEQ4M.

MEPJET version 2.0 predictions using MRSA
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6

AbcD = : Q2-range [GeV2] 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600

100 MeV : du'Dh/dQ2 [pb/GeV2J 226±65 127±26 41.0±4.6 9.01±0.71 1.87±0.10 0.0955±0.0018

: dag:;) /dQ2 [pb/GeV2] 11.3±3.3 6.7±1.4 1.89±0.21 0.313±0.025 0.0469±0.0028 0.001726±0.000060

200 MeV : dujJ}s/dQ2 [pb/GeV2] 226±65 127±26 40.7±4.6 8.96±0.71 1.86±0.10 0.0950±0.0018

: dug:;) /dQ2 [pb/GeV2J 13.4±3.9 8.0±1.6 2.24±0.25 0.368±0.030 0.0522±0.0033 0.001928±0.000090

300 MeV : du'D}s/dQ2 [pb/GeV2] 224±65 126±26 40.6±4.5 8.88±0.70 1.85±0.10 0.0946±0.0018

: dug:P/dQ2 [pb/GeV2J 15.7±4.5 9.1±1.9 2.52±0.29 0.396±0.032 0.0570±0.0038 0.002036±0.000071

400 MeV: du'D}s/ dQ2 [pb/GeV2] 224±65 125±26 40.4±4.5 8.81±0.70 1.84±0.10 i 0.0944±0.0018

: dug:;) /dQ2 [pb/GeV2J 17.5±5.1 9.6±2.0 2.75±0.31 0.441±0.036 0.0627±0.0039 I 0.002203±0.000090

600MeV: du'D}s/dQ2 [pb/GeV2] 221±64 124±25 40.0±4.5 8.79±0.70 1.82±0.10 0.0937±0.0018
: dug:;)/dQ2 [pb/GeV2] 20.0±5.8 11.4±2.3 3.25±0.37 0.491±0.040 0.0672±0.0044 0.002355±0.000093

800 MeV : du'D}s/dQ2 [pb/GeV2J 220±64 123±25 39.8±4.4 8.74±0.70 1.81±0.10 0.0928±0.0018
: dug:;) /dQ2 [pb/GeV2] 23.3±6.7 13.3±2.7 3.59±0.41 0.529±0.044 0.0764±0.0054 0.00259±0.0001l

Table D.2: MEP JET version 2. a predictions of total DIS cross sction du'D}s/ dQ2, exclusive (2+1)-jet cross section dug:;) / dQ2 and the
i': derived (2+1)-jet rate R2+1 using the PDF MRSA.-



a. from ".\2+1) using ZEUS 1995 data, ARIADNE4.08, GRV(HO)
bin 1 bin 2 bin 3 I bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [GeV2J 50 66 110 219 435 1128 140
a.( Q~) 0.23l±0.043 0.229±0.O31 O.224±O.OI7 O.203±0.012 O.148±O.016 0.146±0.018 O.2064±O.0030
a.(M;) 0.130±0.0l2 0.1326±0.0090 0.1368±0.0058 0.1366±0.0053 0.1156±0.0095 0.123±0.013 0.1330±0.0012
AbcD MS[MeV] 560±300 620±240 730±170 720±l50 290±l70 410±280 63l±29
A~CDMS[MeV] 420±260 470±210 560±150 550±130 200±130 290±230 475±25

a. from ".\HJ) using ZEUS 1996 data, ARIADNE4.08, GRV(HO)
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 80 ... 3600
I (Q2) [GeV2] 50 66 110 219 435 1128 218

a.(Q2) ± ± 0.235±0.018 0.212±0.012 0.191±0.012 0.15l±0.017 0.2112±0.0035
a.(M;) ± ± 0.1405±0.0058 O.1408±0.0050 0.1393±0.OO63 0.126±0.011 0.1402±0.OOI5
AbcD.Ms [MeV] ± ± 830±180 840±150 800±190 480±270 826±44

A~CDMS[MeV] ± ± 650±l60 660±l40 620±170 350±230 643±38

Table E.l: a.(Q2) and a.(M;) from exclusive (2+1)-jet cross section 0'(2+1) using ZEUS 1995 (1j 1996 data, ARIADNE4.08for the correction
and GRV(HO) in MEPJET. To correct the ZEUS 1996 data the 1996 sample of ARIADNE4.08 was used. Also given are the corresponding
values for AtCD and A~CD in the MS renormalization scheme. Only statistical errors are quoted.

fits to the results on a. in bins of Q2 I
(Q2) a. I x2jdof I

constant a. assumed I
0.1886±0.0074
0.1979±O.0070

Table E.2: Fits to the l'esults on a. from the exclusive (2+1)-jet cross section 0'(2+1) in bins of Q2 in order to judge on the running of
a. using ARIADNE4.08for the correction.



a. from D2 using ZEUS 1995 data, ARIADNE4.08, GRV(HO): (YC1<t) - 0.45, f!..YC1<t - 0.1
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [GeV2J 50 66 110 219 435 1128 140
0'.(Q2) ± 0.236±0.063 0.197±0.028 0.195±0.032 0.160±0.023 0.164±0.027 0.218±0.031
O'.(M;) ± 0.135±0.017 0.126±0.010 0.133±0.013 0.123±0.013 0.135±0.017 0.137±0.011
AbcD.Ms [MeV] ± 680±510 480±250 640±380 410±290 680±530 750±330
A~CD MS [MeV] ± 510±460 350±210 480±340 290±240 520±470 570±290

a. from D2 using ZEUS 1995 data, ARIADNE4.08, GRV(HO): (Ycut) = 0.55, f!..YC1<t = 0.1
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [GeV2J 50 66 110 219 435 1128 140
O'.(Q~) 0.167±0.056 0.169±0.039 0.197±0.022 0.162±0.023 ± 0.127±0.047 0.168±0.020
O'.(M;) 0.108±0.020 0.nl±0.015 0.1268±0.0084 0.117±0.011 ± 0.109±0.033 0.1164±0.0091
AbcD MS [MeV] 180±320 210±240 490±200 310±220 ± 200±670 300±l60
A~CD.MS [MeV] 120±250 140±l90 360±170 220±170 ± 130±550 210±130

Table E.3: 0'.(Q2) and O'.(M;) from differential (2+1)-jet rate D2 using ZEUS 1995 data, ARIADNE4.08for the correction and GRV(HO)
in MEPJET. Also given are the corresponding values for A~CD and A~CD in the MS renormalization scheme. Only statistical errors are
quoted.



systematic errors on 0. from R2+l using ZEUS 1995 data, LEPT06.3, GRV(HO)
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [Gey2J 50 66 110 219 435 1128 140

a.(M:) 0.1138 0.1166 0.1172 0.1163 0.0985 0.1332 0.1158
statistical error stat/::i.a

6 ±0.0016 ±0.0016 ±0.0016 ±0.0027 ±0.0094 ±0.0077 ±0.0012

experimental uncertainty exp D.Qs
+0.0025 +0.0025 +0.0024 +0.0032 +0.0055 +0.0042 +0.0023
-0.00097 -0.00084 -0.0017 -0.0014 -0.D18 -0.011 -0.00086

jet finding uncertainty jet 6a. +0.0072 +0.0036 +0.0026 +0.0054 +0.0089 +0.0051 +0.0044
-0.00 -0.00 -0.0046 -0.0040 -0.0094 -0.0062 -0.00

hard scale uncertainty scale ..D.Cl's +0.010 +0.0056 +0.0034 +0.014 +0.031 +0.025 +0.0045
-0.00 -0.0013 -0.00 -0.011 -0.00 -0.031 -0.0018

theoretical uncertainty theo ..6.0'8 +0.010 +0.0089 +0.0092 +0.012 +0.012 +0.0075 +0.0094
-0.0012 -0.0013 -0.0015 -0.00013 -0.0089 -0.015 -0.0012

systematic error ayst /).0 .• +0.016 +0.011 +0.010 +0.012 +0.035 +0.027 +0.012
-0.0015 -0.0020 -0.0051 -0.012 -0.022 -0.037 -0.0023

total error to'6a. +0.016 +0.011 +0.011 +0.019 +0.036 +0.028 +0.012
-0.0022 -0.0026 -0.0053 -0.012 -0.024 -0.038 -0.0026

Table F.3: Systematic errors on a.(M;) from exclusive (2+1)-jet rate R2+1 using ZEUS 1995 data, LEPT06.3 for the correction and
GRV(HO) in MEPJET. The errors are added in quadrature.

0. from R2+1 using ZEUS 1995 data, LEPT06.3tuned, GRV(HO)
bin 1 bin 2 bin 3 bin 4 bin 5 bin 6 total

Q2-range 44 ... 56 56 ... 80 80 ... 160 160 ... 320 320 ... 640 640 ... 3600 44 ... 3600
(Q2) [Gey2J 50 66 110 219 435 1128 140
a.(Q') 0.1826±0.0044 0.1838±0.0041 0.1746±0.0037 0.1600±0.0052 0.12l±0.015 0.16l±0.012 0.1668±0.0026
a.(M';) 0.1138±0.0016 0.1166±0.0016 0.1172±0.0016 0.1163±0.0027 O.0985± 0.0094 0.1332±0.0077 0.1158±0.0012
AbcD.MS [MeY] 260±24 302±25 313±27 298±43 99±87 640±210 290±19
A~CD.MS [MeY] 177±18 209±20 217±21 206±33 6l±61 480±180 199±14

Table F.l: a.(Q2) and a.(M;) from exclusive (2+1)-jet rate R2+l using ZEUS 1995 data, LEPT06.3tuned for the correction and GRV(HO)
in MEPJET. Also given are the corresponding values for A~CD and A~CD in the MS renormalization scheme. Only statistical errors are
quoted.

I fits to the results on 0. in bins of Q' I
I sample I (Q2) a. I x2/dof I
I I constant 0. assumed I
I ZEUS 1995 i 140Gey2 II 0.1749±0.0021 I 6.2/5 I
I I running 0. assumed I
I ZEUS 1995 I 8315 Gey2 II 0.1l60±0.0010 I 2.2/5 I

Table F. 2: Fits to the results on a. from exclusive (2+ 1)-jet rate R2+1 in bins of Q2 in order to judge on the running of a. using
LEPT06.3tuned for the COr7·ection.
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Figure F.I: Summary of systematic checks for the determination of a.(M;) in one big bin
of Q2 from the exclusive (2+1)-jet rate R2+! using ZEUS 1995 data, LEPT06.3'uncd for the
correction and GRV(HO) in MEPJET.
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Appendix G

LO Comparison of MEPJET vs.
LEPTO

used Me: LEPTO 6.3'00«1 (MEPS)

used SF: (GRV(HO»

A comparison of LO predictions calculated by MEPJET and LO MC simulations provided
by LEPTO was performed by [Mus97] in order to test the consistency between the theoretical
predictions and the MC implementations. Since it is not yet documented anywhere else, the
main results of this study are quoted here with kind permission of the author.

A comparison of the LO (2+ 1)-jet cross sections was performed between MEP JET version
1.4, LEPT06.3 and LEPT06.5 (stand alone versions) in the phase space limits of this
analysis using the MRSA parameterization in all cases. The jet finding was performed with
the exclusive [(1. algorithm, using Q2 as the hard scale and three fixed resolution parameters
Ycut. The jet selection cuts, which were defined as default for this analysis, were not applied
in this study.

For LEPT06.3 the W2-scheme was employed to cut against the singularities in the
matrix element calculations (LST(20)=1) as in this analysis and the tuned parameters
were applied as discussed in section 8.5 for the LEPT06.3'uned MC sample of this analysis
(PARL(7,8,9,14)).

For LEPT06.5 the z-cut scheme was used, which is the default there (LST(20)=5). For
the other parameters the LEPT06.5 default values were chosen, too.

Finally the steering parameters PARL(8,9) to adjust the border in phase space between
the matrix element calculations and the Parton Shower model were varied to find the best
match regarding the MEPJET predictions leading to the numerical results which are given
in table G.l.

The result is that the selection of the parameters utilized in the LEPT06.3tuned MC of
this analysis gives the best overall approximation of the LO MEP JET predictions but still
with an absolute mismatch of two to four standard deviations obtained from LEPTO. This
mismatch was not understood.

For the special case of LEPT06.5 default parameters and the Ycut = 0.5 also the shape
of the following distributions was compared between LO MEPJET and LO LEPT06.5:
dujdx, dujdQ2, dujdy, dujdxp, do'jdzp, dujdmji> dujd77{~B' dujdpfe{AB' dujd77;~EIT and
du j dpf~~REIT' Good agreement was found for all shapes besides those for du j dx and du j dQ2,
which was not understood either.

Q2
Figure F.3: (a): a.(Q2) with statistical (tick marks) and total errors, by addition in quad-
rature, in six bins of Q2 (full circles) and in one big bin (open circle) determined fmm the
exclusive (2+1)-jet mte R2+1 using ZEUS 1995 data and LEPTo6.3,unedfor the correction
and GRV(HO) in MEPJET. (b): the same data evolved to a,(M;).
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