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1.  Introduction

Knowledge of the skin-friction field, also called the surface 
shear stress field, on the surface of objects is one of important 
requirements of fluid dynamics. Measuring the skin-friction 
distribution helps characterize the state of a boundary layer, 
the overall viscous drag, the flow topology including flow 
separation and attachment, and the heat flux distribution. 
However, skin friction is one of the most difficult quantities to 
measure on the surface [1–4]. Liquid crystal coating methods 
[5], elastic polymer films [6], near-wall particle image velo-
cimetry (PIV) [7], and quantitative evaluation of mini-tuft 
behavior [8] have all been used for the measurement of skin-
friction distributions. However, these methods require special 
surface treatment and/or have limitations on the geometry or 
the accuracy.

Oil-film techniques, which have the advantage of flexible 
adaption to various surfaces, measure the temporal and spatial 
evolution of an oil film, solve the governing equation of the 
thin oil film, and then calculate the skin friction [9]. Oil-film 
interferometry (OFI), invented by Tanner and Blows [10], was 
first implemented as a point-based measurement and subse-
quently extended to an image-based global measurement by 
Monson et  al [11], Naughton and Brown [12], Zilliac [13], 
and Garrison and Ackman [14]. Liu and Sullivan [15] sug-
gested an alternative method for measuring oil film using 
luminescent intensity, which was extended to a global meas-
urement by Liu et al [16] and is called the global luminescent 
oil-film (GLOF) technique. Global approaches require addi-
tional information to determine the skin-friction vector field 
from an oil-film thickness scalar field. Most OFI techniques 
assume the flow direction is known or measured separately. 
For example, Mosharov et al [17] put particles in the oil film 
and used cross-correlation analysis to determine skin-friction 
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directions. Liu et al [16] adopted GLOF utilizing a modified 
variation-based optical flow method to solve the thin oil-film 
equation, but the approach requires an arbitrary parameter 
on which its result substantially depends. Kurita and Iijima 
[18] combined GLOF and local OFI methods, and Husen 
et al[19] used a molecular flow tagging technique that writes 
a pattern within the oil film. Lee et al [20] proposed a novel 
approach for GLOF image analysis—a linear least-squares 
(LLS) method solving the thin oil-film equation, which does 
not require arbitrary parameters.

This paper demonstrates an evaluation of the GLOF meas-
urement technique based on the LLS method and clarifies the 
requirements necessary for the technique to be implemented 
successfully. First, the theoretical background of the GLOF 
method, oil-film data processing, and uncertainty propagation 
equation  are explained. Second, the technique is evaluated 
through a wind tunnel test using a flat plate turbulent boundary 
layer, and the results are compared with those determined 
from hot-wire measurements. In addition, an uncertainty 
analysis with an element-wise survey is demonstrated, and 
the contributions of each error source are clarified. Finally, 
proper measurement conditions for obtaining feasible results 
are presented.

2.  Working principal

2.1.  Governing equation of thin oil film

The behavior of an oil film on a surface can be described by 
the thin oil-film equation [9],

∂h
∂t

+∇ ·
(

h2

2µ
τ − h3

3µ
(∇p − ρa)

)
= 0,� (1)

where h is the oil-film thickness, µ is the dynamic viscosity of 
oil, τ  is the skin friction, p  is the pressure, ρ  is the density, and 
a is the body acceleration. The pressure includes the effect of 
the surface tension, p = pa + σo/Ro, where p a is the air pres
sure, σo is the surface tension of the oil, and Ro is the radius of 
the curvature of the oil-film surface. The pressure gradient and 
body acceleration terms are negligible when the skin-friction 
term is comparatively large. The parameter εPC indicates the 
ratio of the Poiseuille flow term to the Couette flow term

εPC =
2
3

h ‖∇Cp − ρa/q∞‖
‖Cf ‖

,� (2)

where q∞ = 0.5ρau0
2 is the dynamic pressure, ρa is the air 

density, u0 is the free-stream velocity, Cp  is the pressure 
coefficient, and Cf  is the skin-friction coefficient. For εPC � 1, 
equation (1) becomes

∂h
∂t

+∇ ·
(

h2

2µ
τ

)
= 0.� (3)

2.2.  Measuring oil-film thickness from luminescent intensity

The oil-film thickness h is measured from image data using 
[21]

h = h∗
I

Iref
= h∗r,

�
(4)

where I is the intensity of the luminescent oil-film image, Iref  
is the intensity of the excitation light image, r is the ratio of 
the intensities (the so-called ‘ratioed image’ that eliminates 
the effect of non-uniform illumination), and h* is the constant 
of proportionality relating the value r to the oil-film thickness 
h, i.e. the unit thickness of the intensity ratio.

The parameter h* is measured by the integral method [19, 
21] using an image of an oil droplet of known volume on the 
test surface. If the volume of the oil droplet vdroplet is known, an 
average thickness h  can be measured in the image. Therefore,

h∗ =
h̄

rcal
=

vdroplet/S
rcal

=
vdroplet

ncalrcalx∗2 ,� (5)

where φ indicates the ensemble average of an arbitrary quantity 
φ, rcal  is the ensemble-averaged ratioed image of the droplet, S 
is the corresponding area, ncal is the total pixel number of the 
area, and x* is the unit length of the spatial resolution on the 
measurement surface.

2.3.  Determination of skin-friction field from oil-film images

When τ  is assumed to be a temporal constant, the optimum 
skin-friction field τ̂  that most likely satisfies equation (3) for 
the given data is determined [20] as

τ̂ = arg min
τ∈�N

∑
k

‖ek (τ )‖2
2,� (6)

where ‖·‖2
2  means the squared Euclidean norm, k is the 

moment index which is between the image pair, and ek is the 
residual vector at kth image pair data, which is defined as

em,k =

{
∇ ·

(
hn,k

2

2µ
τn

)}

m

+
∂h
∂t

∣∣∣∣
m,k

,� (7)

where m is the node index, n is the τ  vector index, and N 
is the dimension of the τ  vector. Note that the image pairs 
and the skin-friction field are considered to be vectorized, i.e. 
matrices are converted into column vectors.

For numerically processing the oil-film data, a two-dimen-
sional staggered grid in Cartesian coordinates is defined as 
shown in figure 1, where i and j  indicate the grid coordinate, 
the square indicates e is at the node, the circle indicates h at the 
center of the cell, and the arrow indicates τ  at the face of the 
cell. The residual vector ek ∈ �M is

ek (τ ) =
h∗2

µx∗
Akτ − h∗

t∗
bk,� (8)

where

Ak =
1
2
∆x{diag (Mc2frk)}2,� (9)

bk = −∆tMc2nrk, {diag (Mc2frk)}2,� (10)

τ =
[
τ1 τ2 · · · τn · · · τN

]T
, {diag (Mc2frk)}2,

� (11)
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rk =
[

r1 r2 · · · rp · · · rP
]T

,� (12)

t* is the time interval of the image pair, ‘diag’ indicates 
the diagonal matrix operator, superscript T indicates the trans-
posed matrix, τ  is the vectorized skin-friction field, rk is the 
vectorized ratioed image pair at the moment k, ∆x ∈ �M×N 
is the spatial difference scheme matrix, ∆t ∈ �M×2M  is the 
temporal difference scheme matrix, Mc2f ∈ �N×P is the cell-
to-face interpolation matrix, Mc2n ∈ �2M×P is the cell-to-
node interpolation matrix, n is the vector field index, N is the 
dimension of the vector field, p  is the image vector index, P is 
the dimension of the image vector, and M is the total number 
of the nodes. The solution of equation (6) is [20, 22]

τ̂ =
µx∗
t∗h∗

C−1d = τ∗ ˆ̃τ ,� (13)

where

C =
∑

k

Ak
TAk

=
1
4

∑
k

{diag (Mc2frk)}2
∆x

T∆x{diag (Mc2frk)}2,
�

(14)

d =
∑

k

Ak
Tbk = −1

2

∑
k

{diag (Mc2frk)}2
∆x

T∆trk,� (15)

τ∗ =
µx∗
t∗h∗

=
µx∗3

t∗

ncalrcal

vdroplet
,� (16)

τ∗ is the unit skin friction, ˆ̃τ = C−1d is the estimated nor
malized skin-friction vector, and ˜ indicates variables that are 
based on the image units such as the pixels and the frame 
interval.

For the simplest case, where only one node and 2 × 2 pixels 
exist on each image pair, the scheme matrices and vectors are

∆x =




−1
1
−1
1




T

, ∆t =

[
−1
1

]T

,

Mc2f =
1
4




1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1
1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1


 ,

Mc2n = 1
4

[
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1

]
,

rk =




ri−1/2,j−1/2,k−1/2

ri+1/2,j−1/2,k−1/2

ri−1/2,j+1/2,k−1/2

ri+1/2,j+1/2,k−1/2

ri−1/2,j−1/2,k+1/2

ri+1/2,j−1/2,k+1/2

ri−1/2,j+1/2,k+1/2

ri+1/2,j+1/2,k+1/2




,

τ =
[
τi,j+1/2 τi+1,j+1/2 τi+1/2,j τi+1/2,j+1

]T
,

� (17)

where the spatial and temporal partial derivatives are approxi-
mated to second-order accuracy.

2.4.  Uncertainty propagation

The uncertainty of the estimated skin friction is derived from 
equations (13) and (16) based on an uncertainty propagation 
analysis [23]. When the correlation between the uncertainty of 
the individual measurement is negligible, the total uncertainty 
is

Uτ̂ � |τ̂ |

(
Uµ

2

µ2 + 32 Ux∗
2

x∗2 +
Ut∗

2

t∗2 +
Uvdroplet

2

vdroplet
2 +

Urcal
2

rcal
2 +

Uˆ̃τ
2

ˆ̃τ
2

)0.5

,

� (18)

Figure 1.  Two-dimensional staggered grid for oil-film data 
processing. i, j : grid coordinate index; square: residual; circle: oil-
film data; arrow: skin-friction vector.

Figure 2.  Flat plate installed in an open-jet test section of the wind 
tunnel.
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where Ui denotes the uncertainty of variable i. Because x* is 
used for the calibration of h*, the sensitivity of x* is relatively 
higher than the others. The uncertainty of the normalized skin 
friction Uˆ̃τ  is caused by image noise, and, therefore,

Uˆ̃τ = sUr,� (19)

where s is the sensitivity coefficient of the image error propa-
gation in the numerical process, defined as

s2 ≡
U2

ˆ̃τ

U2
r
=

∑
p,k

(
∂ ˆ̃τ

∂rp,k

)2

.� (20)

The sensitivity s can be obtained by two approaches: the ana-
lytical method and the Monte Carlo method. The analytical 
derivation of s is shown in the appendix. The Monte Carlo 
method measures s in a statistical approach, adding normally 
distributed random errors ε = N (0,σ2

ε) for the given ratioed 
images and sampling the standard deviation of ˆ̃τ .

3.  Experiment

3.1.  Wind tunnel and test surface

The skin friction on the surface beneath a turbulent boundary 
layer on a flat plate was measured using both GLOF and hot-
wire anemometer techniques. The small low-turbulence wind 
tunnel in the Institute of Fluid Science, Tohoku University, 
was employed for the experiment. The flat plate model with 
side walls was installed in the open-jet test section, in which 
the jet nozzle has an octagonal cross-section (figure 2). The 
plate model made of aluminum has a thickness of 12 mm, a 
width of 290 mm, a length of 897 mm including a 100 mm 
flap, and a 6:1 elliptical leading edge. A 0.81 mm diameter 

trip wire was set at 50 mm from the leading edge to trip the 
boundary layer.

3.2.  Measurement system

The experimental measurement system is shown in figure 3. 
The luminescent oil was made by dissolving luminescent dye 
(1-Chloro-9,10-bis(phenylethynyl)anthracene, 1-Cl-BPEA) 
into dimethyl silicone oil (DM-FLUID-350cs, from Shin-Etsu 
Silicone) of a 7ppm weight ratio. The bottle containing the 
mixture was put in an ultrasonic cleaner, and vibration was 
applied for 1 h ensuring the dye was dissolved in the oil. The 
resulting luminescent oil is clear green, absorbs ultraviolet 
(UV) to blue light (peak of 472 nm), and emits green light 
(peak of 493, 528 nm) [24]. The oil film is applied on the 
aluminum surface without any treatment. For the excitation 
light source, a UV light-emitting diode unit (IL-106, from 
HARDsoft), which has a peak wavelength of 395 nm, was 
used. A 16-bit monochrome CMOS camera (C13440, from 
Hamamatsu Photonics) was used for sequential GLOF image 
acquisition, and an optical bandpass filter (470–550 nm, from 
Asahi-Spectra) separated the excitation light from the lumi-
nescent light. The camera was set to the external trigger mode, 
and a function generator (WF1974, from NF Corporation) 
controlled the frame rate. A data acquisition system records 
the flow data and the plate temperature.

3.3.  Boundary layer measurement

The boundary layer characteristics and the reference skin-
friction values were obtained using velocity profiles obtained 
using hot-wire measurements. The mean velocity profiles 

Figure 3.  Schematic diagram of GLOF measurement system. Oil-film distribution is measured by an optical system which is composed 
of a CMOS camera system, an optical band pass filter, and an excitation light source. Flow conditions were recorded by a data acquisition 
system.
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were measured using a constant-temperature anemometer 
(model 1010, from KANOMAX) together with a single wire 
probe (0251R-T5, from KANOMAX), at a reference posi-
tion 430 mm from the leading edge and 145 mm from the side 
wall. The measurement was conducted without oil film. The 
hot wire was calibrated against a pitot tube installed in the 
wind tunnel based on

E2 = (Thw − T0)(Aun + B),� (21)
where E is the hot-wire bridge voltage, Thw is the hot-wire 
temperature, T0 is the flow temperature, and u is the flow 
velocity. The constants A, B, and n were determined from a 
least-squares fit. The mean velocity profile of the turbulent 
boundary layer follows the law of the wall [25–27],

u+ =

{
y+, for y+ < 5
κ−1 ln(y+) + C+, for 30 < y+

� (22)
where u+ = u/uτ is the dimensionless velocity, 
uτ = (τ/ρair)

0.5 is the friction velocity, y+ = yuτ/νair is the 
normalized distance from the wall, κ = 0.41 is the von Kármán 
constant, and C+   =  5.0 is a constant. The skin friction was 
determined by the Clauser chart method [28], in which the 
error is expected to be approximately 2.5% [29]. The fitting 
data were selected in the range of y +   <  100 in the case of 
u0 = 20 m s−1, y +   <  120 in the case of u0 = 30 m s−1, and 
y +   <  150 for the other cases. The viscous sublayer thickness 
δv = 5νair/uτ  is defined for further analysis.

3.4.  Flow and measurement conditions

The wind tunnel tests were conducted at free-stream veloci-
ties of 20, 30, 40, 50, and 60 m s−1. The flow conditions are 
shown in table 1, and the corresponding velocity profiles are 
shown in figure 4. The measured skin-friction coefficient with 
the momentum-thickness Reynolds number Reθ was com-
pared with the von Kármán–Schoenherr equation [30],

(1/Cf ) = 17.08 (log10Reθ)
2
+ 25.11 log10Reθ + 6.012,

� (23)
as shown in figure  5. The correlation between Cf  and Reθ 
provides evidence that the boundary layer studied here is 
typical. The deviation of the theoretical value to the mea-
sured value is 2.6% in the lowest Reθ  case; the deviations 
have become larger along with the increase of Reθ . The 
reason can be considered to be that the velocity at low y + is 
limited in the higher Reθ  cases, and therefore the measure-
ment error increased.

The GLOF measurement conditions are shown in table 2. 
The frame rates, the power of the excitation lights, and the 
exposure time are selected for each condition so that the oil 
film can be appropriately measured. The parameter εPC was 
evaluated in the given flow conditions. The pressure gradient 
was in the order of 10 Pa m−1 and the plate was leveled; the 
reference h was considered as in the order of δv. At the lowest 
Cf  condition, εPC � 0.05%, confirming that equation  (3) is 
valid. Before the images are processed, they are down-sam-
pled, and each pixel interval is set to be five times larger than 
the viscous sublayer thickness. In table 2, the group refers to 
the group of tests in which the calibration procedure described 
in the next section 3.5 is performed.

3.5.  Calibration procedure

The calibration parameters are measured using the following 
procedures. The oil viscosity µ is calculated using values pro-
vided by the manufacturer and the measured temperature. The 
kinetic viscosity ν = µ/ρ and the density ρ  of the silicone oil 
can be calculated by the following equations [31],

Table 1.  Flow and boundary layer conditions on the free-stream 
velocity of 20, 30, 40, 50, and 60 m s−1. δv: the viscous sublayer 
thickness where y +   =  5.

u0 Rex Reθ δ δv τref Cf 

(m s−1) (106) (103) (mm) (µm) (Pa) (10−3)

20 0.548 1.43 9.29 88.5 0.918 3.84
30 0.825 2.01 8.72 62.3 1.881 3.52
40 1.091 2.63 8.45 48.6 3.098 3.27
50 1.361 3.23 8.43 39.7 4.621 3.11
60 1.636 3.85 8.33 34.1 6.376 3.01

Figure 4.  Mean velocity profile of boundary layers in wall 
coordinates.

Figure 5.  Skin-friction coefficient variation with a momentum-
thickness Reynolds number.

Meas. Sci. Technol. 31 (2020) 035204
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log10 ν = 763.1 K · (1/T − 1/T0) + log10 ν0,� (24)

ρ = 965 kg m−3 − 0.860 kg m−3 K−1 · (T − T0),� (25)

where T0 = 298 K is the standard oil temperature, and 
ν0 = 350 × 10−6 m2 s−1 is the kinetic viscosity at T0. The 
oil temperature is considered to be the same as the flat plate 
temperature Tw [3, 32, 33], which is measured during the test. 
The unit length x* was measured based on a calibration image 
of a scale on the test surface, shown in figure 6(a). Two points 
are taken in the scale image, and the corresponding physical 
length was read. The unit time t* corresponds to the image 
time interval set on the function generator.

The excitation light distribution image Iexc is shown in 
figure 6(b). A high-brightness paper, which generally includes 
fluorescent dye, was set on the test surface to simulate an even 
distribution of luminescent oil film, which is hard to achieve 
with oil present on the surface. However, the intensity is much 
brighter than that of oil, and therefore, the exposure settings, 
such as exposure time, were quite different. A Gaussian filter 
was applied to the excitation image, and small structures such 
as those caused by paper fibers and uneven fluorescent dye 
were removed. The oil droplet image Ical was taken to be 
used with the integral method [21], which obtains h* from an 
image of a known volume oil, as shown in figure 6(c). A micro 
pipette (Biomaster 4830, from Eppendorf) was used, which is 
suitable for accurately pipetting viscous liquids to apply 10 µ
l oil droplets to the test surface. Figure 6(d) is the background 
image, an image when there is no oil film on the surface. The 
observed features are mainly due to the leakage of the excita-
tion light source that has passed through the band pass filter, 
and, therefore, the scratches on the plate are visible. In this 
study, the background image was not subtracted from images 
of the oil, and the effects of this will be discussed later.

3.6.  Oil-film distribution measurement and data reduction

The ratioed image is obtained using

r =
I

Iref
=

Irun − Idark

Iexc − Idark
,� (26)

where Irun is the oil-film image during measurements, Idark is 
the dark current image, and Iexc is the excitation light distribu-
tion image. The unit oil-film thickness h* of each droplet in 
the droplet image Ical was calculated using equation (5), and 
the median value was used. The calibration images Idark, Iexc, 
and Idroplet  were taken 10 times each and the average images 
were used.

The data were analyzed using a MATLAB® code [34], 
where the algorithm is based on the work by Lee et al[20]. 
200 sequential pairs of GLOF images were used for the data 
reduction. The region of interest was set to be a square cen-
tered on the reference point with a width of 4δ. The sensitivity 
s was obtained using the Monte Carlo method. Arbitrary noise 
σε = 0.001 was added to the given image set. The analysis 
of 200 pairs of images was repeated 50 times to determine 

Table 2.  Measurement and data processing conditions.

u0 Toil µ Scale x* t* texp Light h*
(m s−1) (K) (Pa s) (%) (mm) (s) (ms) (a.u.) (µm)

Group 1 20 297.0 0.345 36.57 0.443 1/20 30 8 182.9
30 297.1 0.344 52.02 0.311 1/20 30 8 182.9
40 297.3 0.343 66.61 0.243 1/20 30 8 182.9

Group 2 20 298.5 0.336 36.62 0.443 1/8 35 18 121.2
30 297.5 0.341 52.08 0.311 1/8 70 18 60.6
40 299.0 0.332 66.70 0.243 1/8 70 18 60.6
50 299.7 0.329 81.68 0.198 1/8 70 18 60.6
60 299.5 0.329 95.19 0.170 1/8 70 18 60.6

Group 3 30 298.7 0.335 52.02 0.311 1/8 35 18 121.9
40 299.1 0.332 66.62 0.243 1/8 35 18 121.9
50 299.9 0.327 81.58 0.198 1/8 35 18 121.9
60 299.8 0.328 95.08 0.170 1/8 35 18 121.9

Figure 6.  Calibration images: (a) scale on the measuring surface, 
(b) excitation light distribution, (c) oil droplets, and (d) background 
(emphasized).

Meas. Sci. Technol. 31 (2020) 035204
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Figure 7.  Representative oil-film distributions: (a) u0 = 20 m s−1, (b) u0 = 30 m s−1, (c) u0 = 40 m s−1, (d) u0 = 50 m s−1, and 
(e) u0 = 60 m s−1. Red cross: the reference point. Red square: the averaging area for representative values.

Figure 8.  Representative skin-friction coefficient distributions: (a) u0 = 20 m s−1, (b) u0 = 30 m s−1, (c) u0 = 40 m s−1, (d) 
u0 = 50 m s−1, and (e) u0 = 60 m s−1. Red cross: the reference point. Red square: the averaging area for representative values.

Meas. Sci. Technol. 31 (2020) 035204



T Lee et al

8

the deviation of ˆ̃τ , and then the sensitivity was obtained 
as s = σ(ˆ̃τ)/σε. The sensitivities from both the analytical 
method and the Monte Carlo method showed good agreement 
when σε was smaller than 0.005.

To assess the quality of the estimated skin friction τ , the 
coefficient of determination is evaluated. The coefficient is 
given by

R2 = 1 −

{∑
k

(
Ak ˆ̃τ − bk

)◦2
}

�

{∑
k

(
bk − b

)◦2

}
,

� (27)
where ° and � are the Hadamard product and division, respec-
tively, R2 indicates how well the present formulation works, 
and ˆ̃τ  represents the given skin friction. If all data are fully 
represented by the LLS regression, this value is one. By con-
trast, a smaller R2 indicates a poorer regression.

4.  Experimental results

The representative oil-film distributions for each flow condi-
tion are shown in figure 7, and the corresponding skin-friction 
distributions are shown in figure  8. Since the present anal-
ysis yields the distribution, an averaging area was set to be a 
square region centered on the reference point with a width of 
δ, and the parameters determined from the average taken in 
these areas will be discussed. The cases presented are chosen 

such that the average oil-film thickness is closest to the vis-
cous sublayer thickness δv. The representative oil-film distri-
butions in figure 7 show that the oil film displays large width 
waves when u0 is low. In the u0 = 20 m s−1 case, some low 
Cf  spots are present. The low Cf  locations observed are caused 
by debris on the oil film. This effect is stronger when the flow 
velocity is low. In such a case, a clean surface and dust-free 
flow will be required to reduce this error. In the higher u0 cases, 
a vertical pattern is evident in the Cf  distributions, which is 
similar to the background image shown in figure  6(d). The 
oil-film thickness can be explained to be overestimated due to 
the background light, so that the obtained skin-friction field is 
underestimated. This effect becomes larger when the oil-film 
image has low intensities.

The values of the skin friction and the average oil-film 
thickness h  for each condition are shown in figure  9, and 
R2 and the relative uncertainty of the estimated skin friction 
Uˆ̃τ/

ˆ̃τ  are shown in figure 10. The results show that the GLOF 
measurements collapse well with the reference skin-friction 
value only when h  is less than the viscous sublayer thickness 
δv. The value of R2 in h > δv  is approximately 0.8 in the cases 
of u0 = 20, 30, 40 m s−1, which explains that the increase in 
τ̂  with increasing h  is due to the response of the oil film to 
the flow field, not the image measurement and the numerical 
process. The model surface becomes hydraulically rough 
when h > δv , so the skin friction becomes larger as would be 
expected, but not desired. In the cases of u0 = 50, 60 m s−1, 

Figure 9.  Measured skin friction against average oil-film thickness: (a) u0 = 20 m s−1, (b) u0 = 30 m s−1, (c) u0 = 40 m s−1, (d) 
u0 = 50 m s−1, and (e) u0 = 60 m s−1. Red line: the reference skin friction measured by the Clauser chart method. Blue line: the viscous 
sublayer thickness. Vertical error bar: spatial standard deviation. Horizontal error bar: temporal standard deviation of oil-film thickness, 
averaged on the averaging area.
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R2 has a peak value near h/δv = 1.3. The higher h  cases may 
exhibit high oil velocity, which violates the optical flow cri-
teria of the measurable maximum velocity [35]. On the other 
hand, smaller values of h  yield a smaller R2 and a higher 
Uˆ̃τ/

ˆ̃τ , indicating that the lower h  exhibits poorer regres-
sions. For each group, Uˆ̃τ/

ˆ̃τ  varies at h/δv = 1 in the case 
of u0 = 40 m s−1. The higher the unit thickness h* becomes, 
the higher Uˆ̃τ/

ˆ̃τ  is, which indicates that the same image noise 
induces the larger h error.

The oil-film thickness in the wall units h+ can be estimated 
based on the measured skin-friction value τ̂ ,

ĥ+ = h
(τ̂ /ρair)

0.5

νair
,� (28)

where ĥ+ is the oil-film thickness in the estimated wall units. 
(Figure 11) shows the average h in the wall units against the 
average h in the estimated wall units. The presented data show 

that ĥ+  agree well with h+  at ĥ+ < 5, and ĥ+  monotonically 
increases with increasing h+  at ĥ+ > 5, therefore, the criteria 
h < δv  can be replaced by ĥ+ < 5, which indicates that the 
criteria of the hydraulically smooth surface can be found from 
the estimated results without additional measurement.

5.  Uncertainty analysis

5.1.  Elemental error sources

The GLOF measurement consists of various measurements. 
The uncertainty of each measurement is evaluated, and then 

the total uncertainty of the skin friction is considered. With 
reference to Naughton and Brown’s study [36], all significant 
error sources are listed in table 3 and are categorized by their 
type (systematic or random) and process (calibration, data 
acquisition, or data reduction). Calibration processes are for 
establishing the relationship between measurable variables 
and desired variables, i.e. from spatio-temporal image data to 
oil-film dynamics. Data acquisition is the process of measuring 
the measurable variables. Data reduction processes determine 
the desired variable τ  from the measured variables based on a 
physical model and assumptions. Among these error sources, 
only the measurements that could be quantitatively evaluated 
were selected for performing an uncertainty analysis. Table 3 
indicates whether the measurement is included in the analysis 
or not.

5.2.  Oil dynamic viscosity

The oil dynamic viscosity has high sensitivity to its temper
ature. The sensitivity coefficient around T0 is calculated from 
equations (24) and (25) as

∂µ

∂T

∣∣∣∣
T=T0

= ρ0
∂ν

∂T

∣∣∣∣
T=T0

+ ν0
∂ρ

∂T

∣∣∣∣
T=T0

� −6.98 m Pa s K−1,

� (29)
and therefore, the uncertainty of the oil viscosity is

Uµ � 6.98 m Pa s K−1 · UT .� (30)

The temperature was measured using a thermocouple (VT3, 
from CHINO) under the plate model. The sensor tolerance 

Figure 10.  Coefficient of determination R2 and relative uncertainty of τ̃  against average oil-film thickness h : (a) u0 = 20 m s−1, 
(b) u0 = 30 m s−1, (c) u0 = 40 m s−1, (d) u0 = 50 m s−1, and (e) u0 = 60 m s−1. Blue line: the viscous sublayer thickness.
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difference was ±1 K according to the data sheet, which corre-
sponded to a deviation of 1.1 K with a mercury thermometer. 
When the temperature uncertainty UT is regarded as 1.1 K, 
the uncertainty of the oil viscosity Uµ is 7.7 × 10−3 Pa s. The 
relative uncertainty Uµ/µ is typically 2.3%.

5.3.  Unit length

The uncertainty of the unit length x* is related to camera pixel 
intervals, the geometry of the surface and the camera angle, 
the lens distortion, and the calibration process. In this exper
imental case, the model surface is flat, the camera angle is 
vertical to the surface, and the lens distortion is negligible. 
Therefore, x* is considered to be a constant over the measure-
ment region. In this analysis, only the camera sensor inter-
vals and the scale image calibration were considered. The 
scale image reading was from 987 pixels to 988 pixels, and 
the deviation in multiple measurements was approximately 2 
pixels. Therefore, the relative uncertainty Ux∗/x∗ is 0.20%.

5.4.  Unit time

The error sources for the unit time are the camera and the 
function generator accuracy. The camera has a timing jitter 
of 9.74 µs [37], and the function generator has a frequency 
accuracy of ±(3 ppm of setting  +  2 pHz) [38]. Therefore the 
total uncertainty of time interval Ut∗ is 9.74 µs and 9.75 µs 

for group 1 and groups 2 and 3, respectively, and the rela-
tive uncertainty Ut∗/t∗ is 0.019% and 0.008% for group 1 and 
groups 2 and 3, respectively.

5.5.  Unit oil-film thickness

The uncertainty of the unit oil-film thickness consists of three 
sources: the spatial calibration, the oil droplet volume, and 
the calibration image. The spatial calibration corresponds 
to x*, the oil droplet volume uncertainty Uvdroplet is caused by 
pipetting, and the calibration image uncertainty Urcal  corre-
sponds to the image uncertainty Ur. A bench test was con-
ducted measuring the weight of 10 µl  oil drops 40 times, and 
Uvdroplet was evaluated. The value was divided by the oil density 
9.68 × 102 kg m−3 at the temperature of 21 ◦C. The histo-
gram of the oil droplet volume vdroplet is shown in figure 12. 
The result shows that the average of vdroplet was 9.81 µl, the 
average without outliers was 9.85 µl, the standard deviation 
without outliers was 9.16 × 10−2 µl, and the median was 
9.83 µl. The deviation from the target to the median was 
1.65 × 10−1 µl. In the calibration process, multiple droplets 
were measured, and the median value was used. Therefore, 
the relative uncertainty Uvdroplet/vdroplet was 1.65%. The result 
fits into the micro pipette data sheet values, ±3.0% of the sys-
tematic error and � 1.5% of the random error [39]. On the 
other hand, the uncertainty of the average calibration image 
Urcal  is

Figure 11.  Average oil-film thickness in wall units h+  against average oil-film thickness in estimated wall units ĥ+ : (a) u0 = 20 m s−1,  
(b) u0 = 30 m s−1, (c) u0 = 40 m s−1, (d) u0 = 50 m s−1, and (e) u0 = 60 m s−1. Red line: line of equality. Blue line: the viscous sublayer 
thickness.
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Urcal
2 � 1

ncal
Ur

2,� (31)

where ncal is the total pixel number of the droplet image. 
The ratioed image uncertainty Ur will be shown in the next 
subsection. As a result, the relative uncertainty Urcal/rcal  was 
0.002%–0.003%.

5.6.  Normalized skin friction

The uncertainty of the normalized skin friction can be esti-
mated by two parts: the sensitivity s and the ratioed image 
uncertainty Ur. The sensitivity s was obtained from the Monte 
Carlo method. The ratioed image uncertainty Ur was obtained 
from the standard deviation of r in 1000 images taken when 
u0 = 0 m s−1. The exposure time, the frame rate, the excita-
tion light intensity, and the downscaling factor were set to be 
the same as those in each analysis case. As a result, a Ur of 
0.0029 was obtained in most cases. In the cases of group 1 

and u0 = 20 m s−1 in group 2, steady oil-film images were 
not taken. Based on the assumption that the image error is not 
that sensitive to the measurement conditions, a Ur  =  0.0029 
was substituted for the missing cases. The relative uncertainty 
of ˆ̃τ  varies with u0. The relationship between Uˆ̃τ  and the given 
image data presented in the previous study [20] explains that 
the image noise, the image pair number, and the image char-
acteristics determine Uˆ̃τ . The characteristics of the given data 
depend on several factors such as the oil-film thickness and 
the flow in the real world, as shown in figure 7.

5.7. Total uncertainty

Table 4 shows the measurement uncertainties and the total 
uncertainty for each measurement condition for those cases 
in which h  is closest to δv. The total uncertainty is calculated 
based on equation  (18), showing that the total uncertainty 
in the best cases in u0  =  30, 40, 50, and 60 m s−1 is 3.22%, 
3.11%, 3.02%, and 3.07%, respectively. Figure 13 shows the 

Table 3.  List of measurement error source. Error types are categorized as follows: S, systematic; R, random; C, calibration; DA, data 
acquisition; and DR, data reduction. Whether the element is included in the uncertainty analysis is indicated.

Error source Type Variable Description Included?

Oil
Kinetic viscosity S-C ν Calibrated by temperature Yes
Density S-C ρ Calibrated by temperature Yes
Temperature R-DA Tw Measured on the model Yes

Geometry
Curved surface S-C x* Can be ignored in flat plate No
Camera angle S-C x* Depends on viewing angle No

Excitation light source
Intensity stability R-DA I Depends on light source No
Measured by camera

reflection from model S-C I Depends on surface shape, angles No
reflection on oil surface S-DA I Depends on instant oil shape No

Non-uniform illumination
distribution S-C Iref Calibrated by the reference image Yes
excitation light refraction R-DA I Lens effect of instant oil shape No

Camera
Digitization error R-DA I Depends on dynamic range Yes
Spatial resolution S-C x* Camera sensor interval Yes
Optical distortion S-C x* Depends on camera lens No
Electric noise R-DA I Depends on measurement condition Yes
Frame rate R-DA t* Depends on camera, timing device Yes

Calibration procedure
Oil droplet volume R-C vdroplet Accuracy of pipetting Yes
Reading scale on image R-C x* Reading scale on the scale image Yes

Flow field
Pressure gradient, body forces S-DR ∇p, ρa Can be ignored when εPC � 1 No
Surface tension R-DR ∇(σo/Ro) Depends on oil-film shape No

Unsteady flow R-DR τ̂ Time constant oil-film model No
Surface roughness S-DR τ̂ If oil-film surface affects the flow No

Data reduction
Derivative approximations S-DR ∂/∂x, ∂/∂t resolution of image data No
Image down-sampling S-DR I Method-dependent Yes
Analytical method S-DR ˆ̃τ Method, data-dependent Yes

Thin oil-film modeling S-DR ˆ̃τ Assumption of thin layer No
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skin-friction values and their total uncertainties that satisfy 
0.95δv � h+ < 1.05δv—measurements when the average oil-
film thickness is close to the viscous sublayer thickness. The 
selected GLOF measurement results show good agreement 
with those of the Clauser chart method and the von Kármán–
Schoenherr equation. The uncertainty, however, does not 
cover the variations of the measured values. These variations 
may come from the other error sources that are not included in 
the uncertainty analysis.

The measurements that had the largest contribution to the 
total uncertainty were µ and vvol, which can be improved by 
an accurate temperature/viscosity calibration and a better oil 
drop volume measurement, respectively. The temperature sen-
sitivity of the oil viscosity is a dominant error source in oil-
film interferometry measurements as well [3]. To reduce the 
uncertainty of ˆ̃τ , the optimum oil-film distribution, its shape, 
and the number of images should be considered [20].

6.  Conclusions

In this study, the global luminescent oil-film method was 
tested on a flat plate model, and its uncertainty was analyzed. 
The overall process of obtaining the skin-friction field from 
luminescent oil-film images was explained, which includes 
the working principal, the image processing method based on 
LLS, the optical measurement settings, the calibration pro-
cedures, the numerical process, and the evaluation methods. 
The measurement errors related to each process were speci-
fied, and the resulting total uncertainty was obtained. The 
measured result was compared with a reference measurement 
determined from velocity profiles measured using a hot wire.

The results show that the GLOF skin-friction measurement 
matches well with that determined using the Clauser chart 
method when the oil-film thickness is close to the viscous sub-
layer thickness. When the oil film is thicker than the viscous 

Figure 12.  Histogram of oil droplet volume vdroplet. A total of 40 
drops of oil were measured. Outliers are marked in red.

Table 4.  Uncertainties of elements and total uncertainty.

u0 Uµ/µ Ux∗/x∗ Ut∗/t∗ Uvvol/vvol Urcal/rcal Uˆ̃τ/
ˆ̃τ Uτ/τ Uτ

(m s−1) (%) (%) (%) (%) (%) (%) (%) (Pa)

Group 1 20 2.23 0.202 0.019 1.65 0.0037a 4.04a 4.93a 0.0834a

30 2.23 0.202 0.019 1.65 0.0037a 3.57a 4.56a 0.151a

40 2.24 0.202 0.019 1.65 0.0037a 5.73a 6.39a 0.262a

Group 2 20 2.29 0.203 0.008 1.65 0.0024a 3.66a 4.66a 0.0476a

30 2.25 0.203 0.008 1.65 0.0024 1.49 3.22 0.0582
40 2.31 0.203 0.008 1.65 0.0024 1.11 3.11 0.0970
50 2.34 0.203 0.008 1.65 0.0024 0.76 3.02 0.190
60 2.33 0.203 0.008 1.65 0.0024 0.96 3.07 0.323

Group 3 30 2.29 0.202 0.008 1.65 0.0025 3.00 4.17 0.0877
40 2.31 0.202 0.008 1.65 0.0024 1.96 3.50 0.118
50 2.35 0.202 0.008 1.65 0.0024 1.83 3.45 0.181
60 2.34 0.202 0.008 1.65 0.0025 2.35 3.75 0.268

a Image uncertainty was estimated.

Figure 13.  Skin-friction coefficient against momentum-thickness 
Reynolds number. The error bars indicate the total uncertainty.
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sublayer thickness, the surface becomes hydraulically rough 
due to the oil film, and the skin friction becomes larger. The 
criteria can be checked by the average oil-film thickness in the 
estimated wall units. It shows that the GLOF measurement is 
a standalone quantitative measurement technique.

The total uncertainty in the best cases was approximately 
3%. The thinner oil-film height increases the uncertainty due 
to the image noise and the image processing, and reduces 
the coefficient of determination. For the measured variables 
studies, the largest uncertainties are due to the oil viscosity 
and calibration oil drop volume. Calibrating the oil as a func-
tion of temperature and measuring the temperature accurately 
help to reduce this error. Similarly, accurate measurements of 
the oil droplet volume and using lots of oil drops and aver-
aging help reduce that uncertainty.

In practice, controlling proper oil heights in a complex 
flow is difficult. The oil is removed in an attached region, 
and the oil accumulates in a separated region. It is conceiv-
able to supply to the region where the oil film is excluded 
from outside the region of interest and remove oil in regions 
where the oil is concentrated. When the oil flow is modified, 
the calculation region should be carefully set. Also, it is dif-
ficult to minimize uncertainty in all regions simultaneously. 
This could be partially addressed by using images from dif-
ferent time frames and/or different time intervals for different 
regions.
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Appendix.  Derivation of image error sensitivity 
coefficient

The uncertainty of ˆ̃τ  consists of the uncertainty of ratioed 
image Urk. When Urk is assumed to be replaced by the rep-
resentative value Ur, which means each image pixel error 
is not correlated to others, the uncertainty propagation 
equation is

Uˆ̃τ
◦2 =

∑
k




(
∂ ˆ̃τ

∂rk

)◦2

Urk
◦2


 � Ur

2
∑

k




(
∂ ˆ̃τ

∂rk

)◦2

j


 ≡ Ur

2s◦2,

� (A.1)
where s is the sensitivity coefficient vector, ° is the Hadamard 
product, and j is a vector of ones. The partial derivative of ˆ̃τ  
with respect to rk is

∂ ˆ̃τ

∂rk
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∂C−1d
∂rk

=
∂C−1

∂rk
d + C−1 ∂d

∂rk

= −C−1 ∂C
∂rk

C−1d + C−1 ∂d
∂rk
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(
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∂rk
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∂rk

)
,

� (A.2)
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As a result,

s◦2 =
1
4

∑
k

{(
C−1Gk

)◦2j
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,� (A.5)

where

Gk = diag
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