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Abstract. Video surveillance and tracking systems help to increase the safety of human
activity in a given area and improve detecting the geo-location of an observer (a swarm of
drones, autopilot) in modern cities. This article proposes the method for determining the full or
partial address (annotation) of buildings by using images from several CCTV cameras with an
intersecting field of view. As input parameters, the method takes several images from
surveillance cameras, their geographical coordinates and directions of the optical axes and the
vector map of the area where the cameras are located. The outputs are annotations of buildings
for the initial images. The proposed method allows solving the problem of georeferencing the
video analytics system and improving the work of the surveillance and object tracking systems.
The resulting annotations of buildings provide an opportunity to determine more accurately the
situations with overlapping of the tracked objects with buildings and predict the probable paths
of the objects. A lost object on one camera can be found by using annotations from other
cameras, which field of view is not overlapped by this building. Besides, the proposed
ap0070roach is sustainable to full or partial overlapping of buildings and allows solving to
solve the problem in the absence of a detailed height map of the terrain and buildings. Also, the
article researches the restrictions of the method. It is necessary to find an angle between two
cameras, at which the best result can be achieved. That is, the method should return the correct
addresses of all buildings visible in the image.

1. Introduction
Video analytics is used in such spheres of modern life activity as retail and service, logistics, and
security. In the field of security, video analytics can be used to analyze the video image of a limited
area automatically [1]. The main functions are:
e Counting objects number in the control zone;
e Objects identification located in the control zone, according to specific criteria (personnel
detection by uniform, etc.);
e Events detection in the specified perimeter (motion detection, objects absence in the perimeter,
etc.);
e Tracking the movement of the object;
e Objects geolocation in the given perimeter.

The modern video analytics systems are required to automate the geolocation function. For
example, most systems use a manual setup of camera geolocation and its optical axes in the task of
georeferencing. Geolocation is required in the tracking task to improve the quality of object tracking.
This task can be divided as follows:

e Object paths construction;
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e C(lassification of situations with object loss (overlapping by an obstacle, algorithm error, etc.).
This article proposes a method to annotate buildings using CCTV cameras with an intersecting
field of view and researches the restrictions of the method. This method allows classifying situations
with objects loss and, in some cases, avoiding it. Besides, it can be used to detect which buildings are
in the camera field of view.

2. Related Work
The existing systems available in open sources allow solving the problem only partially:

e VisualSFM [2], Bundler [3], and other similar systems based on the SfM (Structure from
Motion) method are systems for 3D reconstruction [4] as a point cloud. There are two types of
reconstruction: sparse and dense. Such systems take a set of images, their elements or matches
as input data and create a 3D reconstruction of the camera and scene geometry as a result.
Such systems are successfully used to create the first version of a scene point cloud further
texturing it.

e Mask R-CNN is a neural network based on a convolutional neural network. Mask R-CNN
segments objects, even if there are several instances, they have different sizes and partially
overlap [5].

As already mentioned above, the existing solutions solve the indicated problem only partially. They
either detect and segment the building in the image or determine the relative depth of a particular
image point (pixel). Thus, none of the systems determines which buildings are being observed in the
image.

3. The Method to Annotate Buildings with Images from CCTV Cameras with an Intersecting
Field of View
Two cameras with the intersecting field of view can be used to solve the task of annotating buildings.
It does not matter which camera to use (CCTV, mobile, etc.) for the method to work. The main
limitation imposed on the camera is the high resolution of frames obtained from the video stream of
the camera. The higher the resolution, the more characteristic points can be highlighted. Therefore, the
whole method will work more accurately. Then images taken at any time from these two cameras are
processed by this method and annotations of the building are returned.
The following scheme can be proposed for the buildings annotation method based on the above-
mentioned partial solutions, which consists of the next steps:
1. Building a point cloud of the area by images from CCTV cameras to obtain the relative depth
of each image point;
2. Filtering a point cloud to clean the cloud from noise and points do not belong to buildings.
These points may belong to cars or people;
3. Clustering of individual buildings from a point cloud to determine cloud points association to
specific real buildings;
4. Comparison of clusters and area vector map where the cameras are located to determine the
annotations of buildings.
The method takes area images from the video surveillance cameras, these cameras coordinate and
the directions of their optical axes, and a vector map as input data. The method result is the
annotations of buildings.

3.1. Point cloud

Initially, it is necessary to determine the relative depth of each building seen by the cameras. To do
this, it needs to find the relative depth of each point in the image, or other words, to build a point cloud
[6] of the area observed by cameras.

The set of photogrammetric methods SfM and MVS (Multi-view Stereo [7]) was chosen to build a
point cloud. These methods do not require camera mobility or any additional sensors (lidars, IR
sensors). Moreover, they are not affected by the external factors interfering with the method (scattered
light, reflective surfaces, etc.). At the same time, there is a requirement for the presence of two or
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more cameras with an intersecting field of view [8]. The result of this step is a dense point cloud, built
on the input images.

Figure 1. An example of a dense area reconstruction from two CCTV
cameras with an intersecting field of view.

The SfM method in this set is used to obtain such camera parameters as its location in the point
cloud and its projection matrix. This matrix with 3x4 dimension contains a camera rotation angle
relative to the origin, focal length, and distortion. Then the MVS method uses the obtained parameters
to reconstruct a dense point cloud (figure 1).

3.2. Point cloud filtration

The resulting point cloud must be corrected by removing the points formed by the error of cloud
reconstruction methods (“outliers”) and points belonging not to buildings, but any other objects from
this cloud. For example, to people or cars.

In order to keep in the cloud the points belonging only to buildings, it was initially proposed to use
the filtering cluster method. The idea is based on the fact, that clusters, describing buildings, are much
larger than clusters, belonging to cars or people. However, it is impossible to determine the exact
cluster size that can be considered large enough for a building. It is also quite possible when
reconstructing a point cloud that one of the buildings consists of much smaller points number than the
others. In this case, the points that need to be saved will still be deleted.

Another option of the filtering method is the edge detectors usage. However, since the outlines of
buildings are very different, it is difficult to determine whether this edge belongs to any building.

The most suitable variant for filtering a point cloud is the neural networks usage. Neural networks
can find buildings on the images and segment them. So it is possible to save the points in the cloud
belonging to the buildings. In addition, this method can also filter out “outliers” resulting from errors
in the cloud reconstruction methods.

Mask R-CNN was chosen for the filtering algorithm implementation. It is a neural network
architecture based on a convolutional neural network [9]. It can segment objects on images
(determines whether an image pixel belongs to this object or not). Mask R-CNN takes any RGB image
as input.

The proposed filtering algorithm consists of two main parts. Firstly, it segments objects in the input
images from surveillance cameras using the Mask R-CNN. Secondly, it removes points not belonging
to buildings from the dense cloud obtained in the first step of the annotation method. As a result, the
filtering algorithm returns a dense cloud containing points that belong only to buildings.

To remove extra points from a dense cloud, we can use the projection matrix P of the camera from
the SfM algorithm output. This matrix can be used to accurately determine the point location on the
image caught by this camera using its coordinates in the cloud (equation (1)):
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where u, v denotes coordinates of the pixel in the image; d is the point depth with respect to the current
camera; P denotes a 3x4 projection matrix of the camera; x, y, z denotes coordinates of the point in the
cloud.

3.3. Buildings clusterisation from point cloud
Filtered point cloud needs to be clustered into separate buildings. This step is necessary to determine
the affiliation of points to real buildings.

The k-means [10] algorithm was chosen for the clustering realization. Moreover, the neural
network removes noises from the cloud that could affect the quality of the k-means algorithm. As a
metric, we use the Euclidean distance [11] in three-dimensional space (equation (2)):

3 172
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where p; is the i-th point in the cloud, and / is the component (coordinate) x, y or z of this point.

3.4. Matching of clusters and map

The last step of the method to annotate buildings is necessary for matching clusters from the previous
step with the original buildings on the map. No algorithm was found in open sources that solves the
similar problem. Therefore the proprietary solution was proposed.

Initially, we know the real geographical coordinates of the cameras and their optical axes direction.
From the SfM output, we also know the coordinates of the cameras in the point cloud space. So it is
possible to obtain the transition matrix M7 from the geographical coordinates to the point cloud
coordinates and the scaling factor of the coordinate system. It suffices with the matrix MT to take the
central or middle point k; of each cluster and apply the transformation into the geographic coordinates
to this point, given the calculated scaling factor. The resulting coordinates using the reverse geocoding
by the vector map determines the current building address. The pixel coordinates of the annotations
are then calculated using the projection matrix obtained earlier from the SfM method.

As a geographic coordinate system, this algorithm can use the ECEF (Earth-Centered, Earth-Fixed
[12]). The coordinates of the point cloud can be represented by the rotated ENU system (East, North,
Up [12]). Then, using the available input data, it will not be difficult to calculate a transition matrix
from one system to another.

4. Restrictions of the Method

Building

Camera 2

Figure 2. The position of the cameras during the test environment creating.
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One of the most critical parameters of the system configuration, which affects the method applicability,
is the angle @ between the cameras (figure 2). Therefore, it is necessary to find such an angle, so the
result obtained by the method to annotate buildings is the best. The sample for the experiment consists
of 120 images of different scenes and buildings. The following characteristics are used as criteria for
evaluating the performance of the method:

e The number of points in the constructed cloud. The more points cloud will contain, the more

buildings we can identify and annotate. Therefore, the result will be better and more accurate;

e The correctness of the received addresses of buildings.

A generalized graph of the experiment results is presented in figure 3. It can be seen that the
highest number of points is reached at an angle of 30 degrees. The angles of 0 and 90 degrees show
the worst results. At these angles, the number of constructed points is zero. Therefore, the address of
the building in the image cannot be determined at all. In all other cases, the addresses of buildings
were detected correctly. Hence the method to annotate buildings worked correctly. Thus, the proposed
method can work correctly at angles between two cameras from 15 to 60 degrees. However, the best
result achieved at the angle of 30 degrees. These restrictions make it possible to apply this method in
real-life tasks when cameras with an intersecting field of view are located on different sides of the
same building or on neighbouring buildings placed close to each other.
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Figure 3. The average normalized graph of the number of points versus the rotation
angle.

The ratio of correctly determined addresses to incorrect (accuracy of the method) on the images
used above was 0.83. As already noted, mostly incorrect addresses are determined in images made at
angles of 0 and 90 degrees.
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Figure 4. Example results of the method to annotate buildings.
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Examples of the proposed method to annotate buildings are shown in figure 4. Annotation attaches
to each building on each initial image and consists of the number, street, city, and country where the
building is located. It can be accurately determined when and which building overlaps the tracked
object by using these annotations. This information can be further used to detect an overlapped object
on the camera with the field of view that is not blocked by this building. Thus, cameras quickly locate
the object, and moreover, it is always possible to predict its probable path.

5. Conclusion
This article has proposed the method to annotate buildings with images from CCTV cameras with an
intersecting field of view and reviewed all its steps. Also, this article has researched the restrictions of
the proposed method at different angles between two cameras to establish the range of applicability.
During this study, the accuracy of the method was found.

As a further development of this method, it is possible to modify the neural network so that it
would work directly with point clouds, and not with input images, as it has been done in the current
implementation. This modification will increase the overall speed of the method.
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