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Abstract. As one of the most commonly employed robots in manufacturing business, robot 

arm has to develop into a technology capable of successing the industry 4.0 revolution. A robot 

arm that can interact well with humans to solve a problem becomes one of the encouraging 

research topics. It requires the ability to behave like humans which causes a robot arm should 

be utilizing intelligent peripherals. This study aims to create a robot arm design that uses a 

Kinect sensor as a smart peripheral to approach the human ability to see an object. As a case 

study, a color-based object sorting simulation was conducted. The automatic movement that 

the robot used is based on inverse kinematics. The experimental test shows that average 

percentage errors for end-effector’s position in x, y and z coordinates are 5.83%, 5.89% and 

8.59%, respectively. This result has led the robot arm equipped with the Kinect sensor 

managed well to sort and move objects based on the color. 

1.  Introduction 

Industry 4.0 revolution has brought a new spirit in industrial machine technology throughout the 

world. Robots, which are mechanical devices that can perform physical tasks, both using supervision 

or autonomous, has proved to help human activities, starting from health service [1], mapping [2], to 

industrial applications [3]. They have advantages that are not possessed by humans, like doing a 

repetitive job precisely, and never feel tired. Robots can also be reprogrammed to make it available 

performing several different tasks. Given many potential benefits that the robots can contribute to 

humans, it confirms that robotic technology provides an essential role in this industry 4.0 revolution 

[4], [5]. 

A robot arm, which is a mechanical system used in manipulating the movement of lifting, moving, 

and manipulating an object to ease social work [6], can be one of the exciting objects for robotic 

technology development. It is very popular and most straightforward used in the manufacturing 

process in the form of an anthropomorphic robot arm because it has the advantage in terms of 

flexibility in two-dimension work space. Thus, it is suitable for applications in most industrial robots.  

Several researchers have contributed to the development of robot arm technology. Most of them 

focused in control, modelling and movement techniques. For example, Faidallah, et.al [7] developed 

the robot arm from the control and modeling side by using electromyography and flex sensors. 

Kubota, et.al [8] placed more emphasis on controlling the robot arm based on multi-joint arm 

viscoelasticity and operator theory. Saafi et.al [9] focused on movement technique by proposing 
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forward kinematic model of a spherical parallel manipulator. Heading on supporting the fourth 

industrial revolution, development work on a robot arm technology for manufacturing industry is also 

an attractive topic. The idea of a dual-arm robot platform design integrated with mobile robots was put 

forward in [10]. Guo, et.al [11] tried to make robot arm prototype that had been combined with a 

mobile robot, while Kim, et.al [12] attempted to demonstrate the use of dual-arm robots for case 

studies in the IT part packaging industry. 

The robot arm design presented in this paper is expected to be one of extended developments in 

robotic technology for manufacturing process. Cutting-edge manufacturing solutions that help the 

success of industry 4.0 rely on the development of robotic technology [13]. Robots utilization in 

industry has changed from merely replacing the role of humans in carrying out a task in the production 

process to collaborative work between machines and humans to make a manufacturing process run 

more productive [14]. It requires intelligent peripherals to support the worker in making decisions. 

This work proposes a robot arm design utilized with Kinect sensor as a smart periphery to help 

humans in object sorting, which is one of established industrial applications. The robot arm uses 

inverse kinematics calculation to move the robot. 

The remainder of this paper is organized as follows. In Section 2, the mechanical design of the 

robot arm is described together with the method used in this paper. Section 3 explains the 

experimental setup for conducting the functional test of the robot arm. The following part aims to 

present results and discussion that show the merit of the proposed design and method. It also 

elaborates how the robot arm was examined. Section 5 concludes the result and contribution of the 

paper.  

2.  Design and Method 

2.1.  Mechanical Design 

The robot arm proposed in this paper has four joints that represents its degree of freedom (DOF), as 

shown in figure 1. The joint structure of the robot arm consists of a base, shoulder, elbow, and 

gripper. Each joint is controlled and driven by a servo motor. A servo drives the base to rotate 

horizontally. Two servo motors that are facing each other actuate the shoulder. The elbow is also 

driven by a servo motor that has the same rotating axis as the shoulder. Because the elbow must rotate 

on the same shaft with the shoulder, a gear mechanism was made between the elbow and the shoulder, 

as presented in figure 2. 

 

 

  

 

 

Figure 1. Four joints of the 4-

DOF robot arm 

 Figure 2. Gear mechanism of the 

robot arm 

2.2.   Inverse Kinematics 

Inverse kinematics is a calculation to find the angle variables (joint) of a robot in determining the 

position and orientation of the end-effector [6]. The Pythagorean law and trigonometric rules can help 

to solve inverse kinematic settlement by looking at two sides, particularly the top view and the side 

view of the robot arm structure, as shown in figures 3 and 4. The top picture is used to find the degree 

of angle   , which is a vertical rotating axis. The side is used to find the degree of angle    between 
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the shoulder and base joint, and the degree of angle    between the elbow joint. Equation (1) helps to 

calculate the degree of angle   . Xef and Yef are the end-effector positions on the x and y coordinates, 

respectively. 

 
1

1 tan ef efY X       (1) 

Furthermore, by looking at the side of the 4-DOF robot arm structure, values of    and    can be 

obtained. From the side, we can see several variables including   ,   ,   , Zef,    and   .    is the link 

length between the base and the shoulder, while    is the link between the shoulder and the elbow.    

denotes the link length between the elbow and the end-effector. Zef represents the end-effector 

coordinates on the Z-axis. The horizontal axis of the shoulder joint and link between the shoulder and 

the elbow form the angle   , while the link    and extension of the link    constructs angle   . 

 

  
(a) (b) 

Figure 3. Top view of the robot arm shows (a) the joints assemble angle   , and (b) the actual 

illustration 

 

 

(a) (b) 

Figure 4. Side view of the robot arm shows (a) the joints assemble angle    and   , and (b) the 

actual illustration 

  

To obtain the degree of angle    and   , we need a triangle as highlighted in figure 4(a). The 

triangle is each initialized with variables   ,   , and    on each side.    denotes horizontal distance of 

shoulder joint to end-effector. When viewed from the top side of 4-DOF robot arm structure, a 

Pythagorean triangle between the Xef and the Yef forms   .    expresses the difference between the Zef 
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and the link    (the link between the base and shoulder joints), while F is obtained from the 

Pythagorean triangle between    and   . The values of   ,    and    can be collected from equations (2) 

- (4). Thus, those parameters lead to obtaining auxiliary angles   ,   , and   , as shown in equations 

(5) - (7). These supporting angles help to determine the value of    and    using equations (8) - (9). 

 

    
2 2

1  r Xef Yef  (2) 

 12  r Zef a  (3) 
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 2 1 2 Φ  Φ    (8) 

 
3 31  80  Φ    (9) 

3.  Experimental Setup 

This work utilizes Kinect camera as an image capturing tool of an object. The information of the 

picture is in the form of depth and RGB (Red, Green, and Blue) data of the object. The personal 

computer takes a role in image processing using the OpenCV-based Processing IDE. Arduino Mega 

2560 as the main controller of the robot arm receive information from the personal computer before 

delivering a command to every joint in the sorting object mission. Figure 5 depicts the overall system 

design of this work.  

 

  

Figure 5. Components for the experimental setup 

 

The desired x, y and z coordinates were processed using inverse kinematics calculation to get the 

servo angle for each joint. Afterward, the Processing IDE send these values to Arduino IDE through 

serial communication. Arduino IDE send these values according to the servo pins connected to the 
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Arduino Mega 2560, then the value of servo angles were sent by Arduino Mega 2560 via a direct 

connection using a USB cable. Arduino Mega 2560 drove each servo following the magnitude of the 

earned angle value. The following step is 4-DOF robot arm reaching the x, y and z coordinates of the 

object, gripped the object using the gripper, and move the object to its default place or the desired 

place. 

4.  Result and Discussion 
4.1.  The workspace of the Robot Arm 

Workspace is the total volume that is possible to reach for end-effector of the robot arm. The 

determination of the range of a workspace is regarding x, y, and z coordinates test data. The test was 

conducted by comparing the reference trajectory and the measured position of the end-effector after 

being moved based on inverse kinematics calculation. Figure 6(a) explains that in x-axis coordinate, 

the end-effector could reach maximum length at 51 cm from the position of robot arm base and had a 

good response for 15 through 50 cm. The minimum point that the robot could reach is in 8 cm, despite 

it has considerable relative error. Points from 0 to 7 cm are inaccurate positions for the end-effector. It 

is because the link was too long while the distance of the object was too close to the robot arm, so the 

end-effector could not touch objects at those ranges. The opposite state also happened for the point of 

more than 51 cm. The length of the link was too short for the object while it was too far away from the 

robot arm, so the robot could not strike objects that are more than 51 cm. The same pattern also 

happened for y-axis coordinate, as shown in figure 6(b). Based on the experimental test for z-axis 

coordinate, the maximum height that could be attained by the robot arm was 26 cm in a diameter of 30 

cm, as depicted in figure 6(c). The height between 0 to 10 cm was the most optimal points that robot’s 

end-effector could accurately reach out. In addition, these measurement test also informs that average 

percentage errors for end-effector’s position in x, y and z coordinates are 5.83%, 5.89% and 8.59%, 

respectively. The most acceptable percentage error for x and y coordinates is laying between 15 to 50 

cm, while for z coordinate, it is from 0 to 10 cm. 

Based on the inverse kinematic test for x, y, and z coordinates, the workspace area of the robot arm 

can be clearly defined. Figure 6(d), and 7(e) illustrates the workspace of the robot arm from the side 

view, and top view, respectively. It indicates that the robot arm is not able to pick or put an object 

outside of the workspace. The closer the position of the object to the edge of the workspace will 

influence the accuracy of the robot arm. 

4.2.  Square-shaped Trajectory Tracking 

Inverse kinematics testing using trajectory has been explained in the previous section. It actually 

aimed to determine the accuracy of the kinematics behind the robot arm. Another test was conducted 

by replacing the robot arm's end-effector gripper into an end-effector pointer (using a pen) as the tip 

because it could better visualize the position of the end-effector rather than using gripper, as shown in 

figure 7(a). 

The test was started by making a square-shaped path. The paths were using coordinates x, y in (0, 

20), (0, 35), (15, 35), and (15, 20). Figure 7(b) shows the result of trajectory testing. The position of 

the end-effector coordinates x, y (0, 20) was indeed accurate since it was the starting point of the end-

effector. However, for other coordinates, it shows that the result was still less accurate. It might 

happen because the coordinates were close to the maximum diameter of the workspace of the robot 

arm. The good thing that this test proffers is that the end-effector can return to the beginning position 

with several looping tests. It ensures that although the robot arm has less accuracy for points near the 

maximum diameter of the workspace, it still has good repeatability. 
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(a) (b) 

 

 

 

 
(d) 

 
(c) (e) 

Figure 6. Inverse kinematic test for (a) x-axis, (b) y-axis, and (c) z-axis coordinates generates the 

workspace area of the robot arm in (d) side view, and (e) top view 

4.3.  Color Sorting and Picking Test 

In this test, a series of robot arm operation was performed to classify objects according to the color of 

the object. This operation used all the components previously described in figure 5. First, the robot 

arm was in the default position. This test managed (0, 15, 0) cm in x, y, and z coordinates, as the 

default position. That position was the state where the robot arm was standby before getting the 

command to move. The Kinect sensor above the workspace scanned and defined the colors of the 

objects on the workspace desk.  

On a personal computer, the GUI Processing IDE operated to give the command to the robot arm. 

Figure 8 shows the display of the GUI Processing IDE. The user could choose the color of the object 

that they wanted to store by clicking on the color in the GUI. The Color Detection column would 

display the selected color. Near with the Color Detection column, there is also a column containing the 

RGB data of the chosen object. There is a coordinate column which includes the coordinates where the 

selected object is. Then the robot arm started to take the object after the operator pressed the ENTER 

button. The end-effector of the robot arm would go to the coordinates where the object was placed. 

After the robot arm's end-effector reach the intended coordinates, the gripper will grab the object and 

move the object to the storage area according to its color type. In this system, there are four colors can 

be selected and sorted, namely blue, red, yellow, and green. Figure 9 is the illustration when the robot 

arm had successfully sorted the object based on the color.  
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(a) 

 
(b) 

Figure 7. (a) Changing the gripper of the end-effector to a pointer, (b) The result of the trajectory 

tracking using the determined inverse kinematic calculations 
 

 

 
Figure 8. The GUI Processing IDE for color detection 

 

 

Figure 9. The robot had succeeded to sort objects based on the color 

5.  Conclusion 

Finally, this work contributes to present a design of automatic object sorting robot arm to encourage 

the fourth industrial revolution. The proposed design has succeeded to take object sorting mission 

based on color using a Kinect sensor. The concept of inverse kinematic has completed the robot arm’s 

ability to pick up and move the object autonomously. This paper also finds that the workspace of the 
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robot arm affects the accuracy of the end-effector in trajectory tracking. However, this finding does 

not give any adverse effect on the success of object sorting mission since the robot worked inside the 

optimal points of the workspace. The study on optimizing the workspace to give the best performance 

in path tracking, more precisely in object sorting, can be a possible future work of this paper.  
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