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Recovery of sparse integer vectors from linear measurements

K.S. Ryutin

We consider the problem of recovering a sparse integer vector from a small num-
ber of linear measurements. This is connected with compressed sensing theory
(see [1], for instance). The problem under consideration appeared as a develop-
ment of studies in [2] (where the integer-valued compressed sensing problem was
introduced) and [3], [4]. A very natural construction of a measurement integer
matrix with good control on the absolute values of its elements that enables one to
recover any sparse vector was proposed by Konyagin and Sudakov [4]. But the ques-
tion of a good algorithm for recovery was not addressed. Let ® = ®,,,», be a matrix
with elements ¢;; € Z, where ¢;; = k;j°! (mod p), 1 <j<p, 1<i<m,letp
be a prime number with m < p, and let k; be some fixed integers with 1 < k; <p
(therefore, a representative of the residue class is chosen for each element of the
matrix). In [4] elements were chosen so that |¢;;| < p'~/™.

We want to recover a vector x € ZP with s non-zero coordinates (s < m/2)
from the given vector y = (yo,...,Ym—1) = ®x € Z™. Let I = {j1,...,Js} be the
support of z, and let z; € Z\ {0} with j € I be the corresponding coordinates of z.
In what follows we identify indices in I with their images in the field F' = [F,. The
problem under consideration is to find, from the system of equations

S kjjley =y,  0<I<m-—1, (1)
jel

the unknown set I C {1,...,p} and the coefficients z; € Z. The main difficulty is
how to find the set I. We do not know the exact value of s, and the complexity of
the algorithm is measured in terms of m, p, and M = max |z;|.

We will make use of some well-known algorithms for solving certain problems
in finite fields. An algorithm that finds all the roots of a degree-t polynomial with
simple zeros that splits over [, in fewer than tpt/2+o(1) gperations was proposed
in [5]. The modification of the Berlekamp—Massey algorithm given in [6], Chap. 11,
determines, after O(slog' ™ s) field operations with 2s successive elements of a lin-
ear recurrent sequence of order s, the characteristic polynomial of the recurrence. It
is known that O(¢“) operations in a finite field F* are sufficient to solve a given ¢ x ¢
non-homogeneous system of linear equations, where the best known upper estimate
for w is 2.4.

Theorem. There is a deterministic algorithm that takes some vector y = ®x as
an input and, after O(m* log, M + m2 e pt/2+e()y arithmetical operations in
the field F, and O(m? log, M) operations in the ring Z, finds the unknown vec-
tor x. Moreover, the operations in Z are carried out with numbers not exceeding
max{Mp, max; |y;| +mp' =1/} in absolute value.
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We describe the scheme of the algorithm. Step by step, we find subsets I; C

- C I, C--- C1I of the support of the vector x, and at the same time better and
better ‘p-adic’ approximations for the coefficients x;.

1. Let a be the largest power of p that divides all the coordinates of the vector
y, and 3 the largest power of p that divides all the coordinates of x. It is clear (from
the non-singularity of the corresponding matrix over F') that o = 3. To simplify
the notation we suppose that « = 5 = 0.

2. The main step of the algorithm. We consider the system (1) over the field F.
Let p(t) = [1;c,(t = 7) = 2 pit! € F[t], where the p; are uniquely determined
by the set I (and the coefficient ps is equal to 1). It is clear that the sequence y is
a linear recurrence with characteristic polynomial p. Namely, a simple computation
gives le=0pl'ya+l = 0 for any a = 0,1,...,m — s. It is well known that the
characteristic polynomial of a minimum-length recurrence divides the characteristic
polynomial of any other recurrence (|7], Chap. 8, Theorem 8.42). Hence its roots
form a subset Sy of I. Let I = S;. We start another iterative procedure (a part
of our main step).

Procedure. There is a representation y; = Zjeh §§1)kjjl with0<I<m—1in
the field F'. We find the characteristic polynomial of the minimum-order recurrence
for {y;}, its roots, and the coefficients 5](-1) € F, j € I,. Note that z; = 53(_1) for
j € I, and z; = 0 for j € I\ I; (all equations are in F). In fact, the vector
in F! with coordinates z; — 5;1) for j € I and x; for j € I\ I gives a solution of
a homogeneous linear system (1) with a non-singular matrix.

Consider the original system of equations in Z. We identify fj(-') € F with the
minimum, in absolute value, representative of the residue class in Z, that is, an
integer in the set {0,...,+(p—1)/2}, and we compute the ‘error of approximation’,

a vector of integers (yl - Zjell 5,‘1)1@3 )oglgm—l' If this error vector is zero, then

I; = I, the vector x has been found, and the algorithm stops. Otherwise there exists
an integer v; > 1 which is the exponent of the highest power of p that divides all the

numbers y; _Zjell f(l ki, 0 <1< m—1. We define x(l) with j € I and yl(l) with
=y, j e I\ L prat =2 - €,
J EIl,pA“yl( ) :yl_zjell f](l j] ,0< 71 <m—1. Arguing as in step 1, we see

0 <1< m—1 by the following relations: p™z;

that xg-l), yl(l) € Z, and the solution of (1) reduces to the solution of the system

ijjl:r(l)—yl ), 0<li<m-1. (2)
jeI

We attempt to solve the system of equations yl(l) = Zjeh £§2)kjjl, 0<li<m—1,
over F. When it is possible, we repeat the step of our Procedure. After ki steps
of the Procedure we obtain some system of equations in the variables xg *1) which
is similar to (2) and equivalent to the original system. Moreover, it is not possible
to make the (k1 + 1)st step of the Procedure.

Applying the main step of the algorithm to the system obtained after the Proce-
dure, we find the minimal polynomial of the recurrence for {yl('{l)}; its roots form
the set So C I. It can happen that I NSy # @. Since we have proceeded to the
second step of the algorithm, we must find a new element of the support, that is,
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So\I1 # @. Let Iy = I US5. Then we start the Procedure again. It is easy to
see that we will make no more than m main steps of the algorithm and no more
than O(log, M) steps of the Procedure.

The author wishes to express his deep gratitude to S.V. Konyagin for many useful
discussions and for his interest in this project.
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