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Abstract

We introduce an imaging method based on solving the Lippmann-Schwinger equation of acoustic
scattering theory. We compare and contrast the proposed Lippmann-Schwinger inversion with the
well-established linear sampling method using numerical examples. We demonstrate that the two
imaging methods are physically grounded in different but related wave propagation problems:
Lippmann-Schwinger inversion seeks to reconstruct the space and time dependence of a scatterer
based on the observed scattered field in a performed physical experiment, whereas the linear sampling
method seeks to focus wave fields in a simulated virtual experiment by estimating the space and time
dependence of an inverse source function that cancels the effects of the scatterer at a specified focusing
point. In both cases, the medium in which the waves propagate is the same; however, neither method
requires prior knowledge or assumptions on the physical properties of the unknown scatterer—only
knowledge of the background medium is needed. We demonstrate that the linear sampling method is
preferable to Lippmann-Schwinger inversion for target-oriented imaging applications, as Lippmann-
Schwinger inversion gives nonphysical results when the chosen imaging domain does not contain the
scatterer.

1. Introduction

Imaging is a qualitative inverse scattering problem that seeks to localize the boundaries between media of
different physical properties. In this paper, we restrict our attention to imaging acoustic media, in which scalar
pressure fields propagate and the scattering is caused by variations in the bulk modulus and mass density of the
media. Imaging the boundaries of such variations is challenging due to imprecise (or altogether absent)
knowledge of the medium. If the acoustic impedance contrast is sufficiently strong, much of the wave energy
thatis sent into a medium can become localized amongst the inhomogeneities, where it is scattered and
redirected multiple times, before finally being recorded at a receiver. Such strong multiple scattering makes it
difficult to interpret where the observed scattered fields originated.

To construct accurate images, it is necessary for imaging algorithms to properly account for the multiple
scattering undertaken by a wave field as it propagates through a medium. Of fundamental importance to
scattering theory is the Lippmann-Scwhinger equation (e.g. [ 1]), which explains not only primary (or single)
scattered waves, but all multiply scattered waves as well. The Lippmann-Schwinger equation provides an exact
representation of the scattered field in terms of a weighted superposition of the impulse response of the
background medium over the region containing the scatterer. The weights of the superposition are determined
by the physical properties of the scatterer (e.g. the variations in acoustic impedance), and also on the total field
incident to the scatterer. Naturally, the Lippmann-Schwinger equation forms the basis of many quantitative
inversion schemes that seek to recover some of the physical properties of a scatterer (e.g. [2—4]).

The Lippmann-Schwinger equation has been investigated for imaging purposes as well. However, previous
attempts at using the Lippmann-Schwinger equation for imaging have often relied on a weak-scattering
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approximation (e.g. [5]) or are-normalization of the Lippmann-Schwinger equation to obtain an absolutely
convergent series which can then be inverted (e.g. [6, 7]). In this paper, we introduce a noniterative technique for
inverting the Lippmann-Schwinger equation without making any weak-scattering approximations. The
obtained solution approximates the spatiotemporal dependence of the scatterer needed to reconstruct the
observed scattered field.

The linear sampling method is another imaging technique that has garnered considerable attention [8—13].
To demarcate the boundary of a scatterer, the method relies on a characteristic blowup behavior of the solution to
anill-posed integral equation. The method works by attempting to estimate the spatiotemporal dependence of
an inverse source that cancels the effects of the scatterer at a given point in the medium. Such a process has a
physical solution with finite energy only when the given point lies inside the scatterer. Clearly, the inverse source
cannot exist for any point outside the scatterer, and numerically this law of causality’ manifests as a blowup in
the norm of the solution [13]. Consequently, an image of the scatterer can be obtained by noting where the norm
of the solution becomes arbitrarily large. More recently, it has been shown that quantitative information about
the scatterer can be extracted from the linear sampling method [14-18].

The linear sampling method has been interpreted as a focusing technique [13, 19]. As we show in this paper,
the solution to the ill-posed integral equation in the linear sampling method corresponds to a focusing function,
which is a type of distributed source for focusing wave fields in a medium. When the specified point lies inside
the scatterer, the focusing function contains the inverse time dependence of the scatterer needed to focus wave
fields onto the specified point.

Our paper is organized as follows. We formulate the direct acoustic scattering problem to establish the
relevant physical quantities of interest in section 2. Lippmann-Schwinger inversion is introduced in section 3
and compared with the linear sampling method in section 4. Numerical experiments are given in section 5 and
the conclusions follow in section 6.

2. Formulation of the direct acoustic scattering problem

We are interested in the problem of reconstructing the shape of a scatterer from measurements of the scattered
pressure field. We assume the scattering is due to localized inhomogeneities, which represent variations in the
bulk modulus s and mass density p of the acoustic medium. We assume the inhomogeneities have total compact
support D C R?, where we denote the boundary of Dby dD and the closure of Dby D = D J dD. Specifically,
we assume the acoustic medium is determined by the functions

{no(x), x € R*\D,
k(X) =
Ko(X) + ks(x), x € D,

() = Po(X), x € R)\D,
po(X) + p(x), x € D,

where kg, pg denote the background bulk modulus and mass density and &, p; denote perturbations in the bulk
modulus and mass density inside the scatterer, respectively. In this paper, we further assume the density is
continuous across the boundary of the scatterer, so that p, — 0as x — JD from inside the scatterer. Variations
in the bulk modulus and mass density will in general cause the pressure field to propagate at different speeds,
since the acoustic velocity varies as ¢ = \//ﬂ—/p .For a point source located at x, € R?, let p denote the total
pressure field satisfying the acoustic wave equation

2
pV - (le) - %% = -6 —x)Ct), xR, t=>0, (1a)
p c
p(x, x5 =0, & 5 x) =0, xeR) <0, (1b)

ot

where § is the Dirac delta distribution and ¢ € C?(R) is a time-dependent function that describes the shape of
the wave. With the background velocity given by ¢y = /K¢ /p,, we define the refractive index n, the velocity
contrast m, and the density ratio qas

ni= —, (2a)

c
m=1— n? (2b)
g:="22. (20)

p
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Using the definitions given in (2), the total pressure field can be decomposed into an unperturbed wave ppand a
scattered wave p;such thatp = py + p,is the unique solution to (1). It follows that if the unperturbed pressure
field p, satisfies

1 1 9%p, 3
poV | —Vp | — = =-0(x—x)((t), xR, >0, (3a)
Po ¢ O
0 > B Xy
Po(X, t5x) = 0, % =0, xcR <0, (3b)
then the scattered pressure field p; satisfies
92
PV - (LVR] B Lz % =Xx&x %), xR, >0, (4a)
Po cg Ot
op,(x, t; X;
p(x £ x) =0, % —0, xeR, t<0, (4b)
t
where Y is the contrast source function given by
1 m 0%p
= —|-Vq-Vp+ S—| 5
* [q T C§3t2] ©

Expression (5) states that the contrast source function Y is a combination of both monopole sources (due to
velocity variations) and dipole sources (due to density variations). Note that the time dependence of the contrast
source is determined by the total pressure field p at the scatterer. As seen from the definitions given in (2), the
velocity contrast m and the gradient of the density ratio Vq are in general nonzero only inside the scatterer. It
follows that the contrast source function y has compact support D. In deriving expression (5), we have assumed
that the density is smoothly varying across the boundary of the scatterer. If the density is discontinuous across
the boundary of the scatterer, the contrast source function has an additional term proportional to the jump
discontinuity in the density [20]. We do not address such complexities in this paper.

Let Gy denote the unperturbed Green function of the background medium satisfying

2

ooV | VG| - L2 _ sx - mysw, xe®, 130, (6a)

0 cg Or?
Go(x, t51m) = 0, w —0, xeR, t<o. (6b)

By linearity, the solutions to equations (3) and (4) are given by
P t5x) = [ Gox, t = 7 x)C(P)dr, @)
R
and

2 tx) = [ [ Gotx t = 7 mx(m, 7 x)dn dr, ®)

R JD

respectively. Expression (8) is the Lippmann-Schwinger equation for the scattered pressure field p;. If the
contrast source (5) is known, we could use equation (8) to exactly compute the scattered pressure field observed
atany point x and at any time . In practice, however, the contrast source function (5) is unknown since we do
not know the velocity or density variations of the scatterer, nor the total pressure field inside the medium.

On the other hand, suppose we know (or can estimate) the background medium without the scatterer so that
we can compute the unperturbed Green function G,. Then, provided we can separate the scattered pressure field
p, from the recorded total field p, equation (8) provides a means to solve for the unknown contrast source
function x without requiring any prior knowledge or weak-scattering approximations of the contrast source.

3. Lippmann-Schwinger inversion

In an imaging experiment, we record the total pressure field p at receiver locations x,, which are typically
restricted to an acquisition surface we denote by I',. Similarly, the sources used to generate the pressure field are
restricted to points x; of an acquisition surface we denote by I'; (possibly equal to I',). Both surfaces I',and I'; are
assumed to be disjoint from D . By evaluating equation (8) on the receiver surface I',, we can relate the recorded
scattered field to the unknown contrast source function.

The inversion of equation (8) for the contrast source function is well known to be ill-posed due to
nonuniqueness of the solution (e.g. [21-23]). This ill-posedness holds in general for the inverse source and

3
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inverse medium problems [22]. As a simple example, consider a wave incident to a planar interface at normal
incidence. Certain combinations of the mass density and velocity exist such that the contrast in acoustic
impedance is zero, resulting in a reflectionless interface. The inverse problem of determining the interface from
the (identically zero) scattered field does not have a unique solution: we cannot distinguish the trivial solution
(i.e. no interface) from any of the specific combinations of velocity and density that yield zero impedance
contrast. As another example, Zhang et al [24] construct an ‘invisible’ medium, where single-reflected waves
from deeper layers of the medium exactly cancel multiply reflected waves from shallower layers. Since the
reflected waves vanish, one cannot reconstruct the contrast across the interfaces from the data. Moreover, the
data we collect in practice is discrete and finite, whereas the contrast source is a continuous function of space and
time with infinitely many degrees of freedom. Hence, the inversion of equation (8) is also ill-conditioned.
Consequently, a regularization scheme is needed to obtain an approximate solution that satisfies a set of desired
constraints (in section 5, we use Tikhonov regularization [25] to solve the inverse source problem). Additionally,
the unperturbed Green function satisfying equation (6) may not be a known function, since the background
medium may be arbitrarily heterogeneous. In such cases, numerical methods are needed to approximate the
Green function. Furthermore, to properly account for the spatial distribution of the contrast source function Y,
itis necessary to discretize the volume integral in equation (8) using a quadrature rule. This may prove
challenging and computationally expensive when attempting to accommodate the arbitrary structure of the
background medium.

To address these issues, let S € C?(R) be a time-dependent function possessing the same frequency band as
the scattered pressure field p,. For an arbitrary point z € R?, we define the fest function

U(x,, t; 2) = fR Go(xy, t — 73 2)S(r)dr, ©)

which represents a band-limited impulse response of the background medium due to a monopole point source
atlocation z, and can be effectively modeled using numerical methods. The choice of the time function S need
only be made in consideration of the frequency band of the data, and does not necessarily need to be equal to the
generating pulse function ¢ (which may be unknown). Next, let €2 denote a subset of the background medium
containing the scatterer, so that D C 2. Our imaging procedure is then based on approximating the
spatiotemporal dependence of the contrast source function x over the domain 2. We do this by regularizing the
solution of the modified Lippmann-Schwinger equation

[ [ vt = 7 oxte, 75 x)dz dr = e 15 %) (10)
R JQ

in aleast-squares sense. By using expression (9) as a proxy for the unperturbed Green function Gy in equation (8),
we can avoid the cost of performing a quadrature rule for the volume integral in equation (10) by discretizing the
domain €2 into a sufficiently dense grid, say a few grid points per the dominant wavelength of the test function .
Such an approach effectively exploits the fact that a superposition of the band-limited test functions will achieve
sufficient smoothness in the obtained solution.

Due to the compact support of the contrast source function, we expect the solution x to be nonzero only for
those pointsz € D. It follows that an image of the scatterer can be obtained by plotting the energy of the solution
to equation (10) over the domain {2 and noting where the energy is greater than zero:

>0, Y AS D)
||X(Z’ ‘)XS)HLZ(R) = {0, VYAS Q\E

We numerically implement our proposed imaging technique as follows. Given a model of the background
medium, we discretize the imaging domain 2 into N, distinct points using a regularly sampled grid that covers
the scatterer. Let N, denote the number of receivers, N; the number of time samples, and N, the number of
sources. For each grid pointz,,, n = 1, ..., N,, we discretize the test function observed at the receivers as

‘I’(I) k) 1’1) = \II(XI) kAt; Zﬂ))

wherei = 1,...,N,k = 0,...,N, — 1,and Atis the time sampling interval. For a general heterogeneous
background medium, numerical methods are needed to compute these test functions. In section 5, we consider
the special case of a constant background medium for which the test functions assume a simple, analytic
expression. In any case, the test functions can be efficiently computed using source-receiver reciprocity
whenever the number of grid points N, is expected to be greater than the number of receivers N,.

Similarly, the scattered pressure field is discretized as

p(ly k) ]) = ps(xl) kAt; Y]))

wherej = 1, ..., N;. Figure 1 shows a schematic in which we construct a regularly sampled grid that covers an
unknown scatterer.
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Figure 1. A schematic illustrating the discretization of an imaging domain that covers an unknown scatterer. The scattered pressure
field pis approximated by a linear combination of the test functions W over the imaging domain.

Next, we discretize the modified Lippmann-Schwinger equation (10) into a sum over the grid points z,,.
Since equation (10) is convolutional in time, the problem is efficiently solved in the frequency domain. Here, we
use a circumflex ~ to denote frequency-domain quantities and w to denote a vector of angular frequencies. For
eachsourcej = 1, ..., N, we take the scattered pressure field p(-,-,j) and solve for a regularized solution to the
discretized Lippmann-Schwinger equation

N,
Z ‘Il(lr w, I’l)f((l’l, w, ]) = 13(11 W, ]) (1D

n=1

in aleast-squares sense. An image is obtained for each source as
L) =[x, 5 Do

where the 2-norm is computed over all angular frequencies w. The final image produced from Lippmann-
Schwinger inversion is defined as the root-mean-square of the normalized images I;:

1/2

1 XN
Iisi(zy) = —Efj(zn)z ) (12a)

N,

Ii(z,) — minl;

fi(zn) = (12b)

max [; — min[; ’
It follows that the final image satisfies 0 < I1si(z,,) < 1 forall points z, in the imaging domain €2, where
values close to 1 indicate points which are likely inside the scatterer and values close to 0 indicate otherwise.

4. Comparison with the linear sampling method

The linear sampling method exploits the use of the source position x, € I'; as a free parameter in the physical
experiment to design wave fields of a simulated virtual experiment [14]. By multiplying equations (3) and (4) by a
function ¢ € L*(I; x R)andintegratingover Iy x R, it follows by linearity that the functions

MXﬂ=AﬁR@m—ﬁwﬂ%0Mmm (13)
and

Wp(X, T) = J];j; p.(X T — 5 X9 (X, t)ds(x,)dt (14)

are also solutions to equations (3) and (4), respectively. The functions v, and w,, are the ‘unperturbed’ and
‘scattered’ fields of a virtual experiment corresponding to the unperturbed and scattered fields p, and p, of the
physical experiment, respectively. The dependence of the functions v, and w,, on the choice of ¢ is emphasized
in the notation.

In the linear sampling method, we force the scattered field w,, of the virtual experiment to coincide with a
band-limited impulse response W, that radiates from a fixed point z in the imaging domain 2, as observed on the
receiver surface I',. This amounts to evaluating expression (14) on the receiver surface I', to form the ill-posed
near-field equation

f f (X, T — 5 X) (X, 15 2)ds(x5)dt = V(x,, T; Z). (15)
rRJIL

Since the scattered field of the virtual experiment is made to radiate from a single point z € €2, the incident
field v,,, of the virtual experiment must focus onto this point. To construct this focusing wave field, we regularize
the solution of the near-field equation (15) for the function ¢, in a least-squares sense. We call the solution ¢, a
focusing function, which is parameterized by the focusing point z € 2. The focusing function ¢, extracts the
properties of the contrast source  at the prescribed point z € €2 from the information encoded in the scattered
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field p;. Of course, this is physically possible only when the prescribed point lies inside the scatterer. It can be
shown that the focusing function ¢ is proportional to the inverse of the contrast source function y [13]. In
particular, the inverse of  exists and is bounded in the L* norm only for pointsz € D (where x is strictly
nonzero). Otherwise, for points z € R3\5 , the inverse of y does not exist and the solution ¢, becomes
unbounded (due to a division by zero since  is zero outside the scatterer). This is the so-called blowup behavior
of solutions to the near-field equation.

Note that the impulse response appearing on the right-hand side of equation (15) is that due to a monopole
point source, whereas the contrast source function (5) for a more general acoustic scatterer is comprised of both
monopole and dipole sources. As demonstrated by Haddar et al[12], the linear sampling method requires a
combination of both monopole and dipole test functions to accurately reconstruct obstacles of mixed monopole
and dipole source distributions. Here, a dipole test function is defined as the gradient of expression (9) with
respect to the variable x,, taken in the direction of a user-specified unit vector d € S?, where S? denotes a unit
sphere embedded in R?. Of course, the boundary of the scatterer is unknown, so the true orientation of a dipole
source ata given point z € (2 is not known a priori. Consequently, a search procedure must be undertaken to find
an optimal direction d* for the dipole test function [12]. The computational cost for such a procedure can be
significant in all but the simplest cases (e.g. a scatterer with known spherical symmetry [26]), as it requires the
solution of equation (15) for each direction d € S? of the dipole test function at each point z € §2. In this paper,
we apply the linear sampling method for monopole test functions only.

In the frequency domain, the discretization of the near-field equation (15) leads to the linear system

N X
ST PG, w, NP, w, n) = ¥, w, n). (16)
=1

Due to the blowup behavior of the solution ¢, it is convenient to define an image as

Iism(zy) = g(n)——mu.lg’ (17a)
maxg — ming
g(m) = — (17b)
H@(':'a Tl)“z

As was the case for Lippmann-Schwinger inversion, it follows that the image obtained from the linear sampling
method satisfies 0 < I1sm(z,) < 1forall pointsz, in the imaging domain.

By comparing the discretized equations (11) and (16), we see that Lippmann-Scwhinger inversion is
reciprocal to the linear sampling method in the sense that the roles of the scattered pressure fields p and the test
functions ¥ have been interchanged. In equation (11), we take alinear combination of the test functions over
the imaging domain to solve for the contrast source function that best reconstructs the observed scattered field at
the receivers. In equation (16), we take a linear combination of the observed scattered fields to solve for the
inverse source function that best reconstructs a prescribed impulse response. Thus, the matrix operations in
equations (11) and (16) perform the same actions but using opposite kernels. From a computational perspective,
this means that a generic convolutional operator can be defined once, and the test functions W or the scattered
pressure fields p can be substituted as the kernel of the operator to switch back and forth between Lippmann-
Schwinger inversion and the linear sampling method, respectively.

An important difference between Lippmann-Schwinger inversion and the linear sampling method lies in the
domain of definition of their solutions. The contrast source function x obtained from Lippmann-Schwinger
inversion is a global solution defined over the entire imaging domain 2. Consequently, the image obtained from
Lippmann-Schwinger inversion depends on every point in the imaging domain. Conversely, the focusing
function , obtained from the linear sampling method is defined over the acquisition surface I';and
parameterized by a single image point z € 2. Thus, each image point obtained from the linear sampling method
depends only on the blowup behavior of the solution ¢,, and is independent of every other point in the imaging
domain.

This difference between the two methods has profound implications should the chosen imaging domain not
contain the scatterer. In particular, Lippmann-Schwinger inversion would fail to give a physically plausible
source function Y, since the least-squares solution of equation (11) forces a nonzero solution over a given
imaging domain. Consequently, the resulting image cannot always be trusted. This issue is of significant
practical importance since the location of the scatterer is often not known in advance. In contrast, the image
obtained from the linear sampling method would remain unaffected by the choice of the imaging domain, since
the method relies on the blowup behavior of the solutions ¢, to localize the scattering target. We illustrate this
important difference in the next section.




10P Publishing

J. Phys. Commun. 4(2020) 015007 A CPruntyand RK Snieder

x (m)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 m/s

0

26

y (m
0.8 0.6 0.4 0.2
2.4

2.2

aQ

Figure 2. A velocity model with the scatterer given by the box-shaped anomaly in red. 24 sources and receivers (shown as dots) are
co-located in a circle surrounding the scatterer. The imaging domains €2, and €2, are shown by the black dashed lines. The dominant
wavelength of the Ricker pulse is shown for scale.
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Figure 3. The scattered pressure field of the physical experiment corresponding to the source shown by the red dot. Other source and
receiver locations are indicated by blue dots and the boundary of the scatterer by the white dashed line. Left column: the scattered
pressure field obtained by finite-difference modeling: the unperturbed pressure field py is subtracted from the total pressure field p.
Right column: the reconstructed scattered pressure field obtained by using x as a source function over the imaging domain (yellow
dashed line). Here, the imaging domain €2, contains the scatterer. The wave fields in each row are shown at the same time step.

5. Numerical experiments

In what follows, we demonstrate Lippmann-Schwinger inversion as a source reconstruction method for the
performed physical experiment and the linear sampling method as a focusing technique for the corresponding
virtual experiment. Special attention is paid to the influence of the chosen imaging domain on the obtained
images for each method. Finally, we compare and contrast the two methods in their ability to image
morphologically random scatterers.
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Figure 4. The scattered pressure field of the physical experiment corresponding to the source shown by the red dot. Other source and
receiver locations are indicated by blue dots and the boundary of the scatterer by the white dashed line. Left column: the scattered
pressure field obtained by finite-difference modeling: the unperturbed pressure field py is subtracted from the total pressure field p.
Right column: the reconstructed scattered pressure field obtained by using x as a source function over the imaging domain (yellow
dashed line). Here, the imaging domain €2, does not contain the scatterer. The wave fields in each row are shown at the same time step.

For simplicity, we model the scattering experiments in a two-dimensional acoustic medium. The
background medium is taken to be homogeneous, characterized by a constant wave speed ¢, = 2ms ' anda
constant density p, = 1kg m™>. In the following experiments, we interrogate the medium using 24 sources and
receivers which are placed along a circle surrounding the scatterers. The time dependence of each source is given
by the Ricker pulse

C@t) = [1 — 2722t — 0.1)2]e ™V (=007

where the dominant frequency v will be specified before each example. The test function is computed for each
point z,, in the background medium as

CAL — |[xi — z4]|/c0)

Wi, k, n) =
2L — i — 2|/}

(18)

when kAt > ||x; — z,||/coand is zero otherwise.

To generate the scattered pressure field p; at the receivers, we simulate the total pressure field p in the
presence of the scatterers by finite-difference modeling and subtract from it the unperturbed pressure field
computed using equation (18) with the grid points z, replaced by the source points x;.

We use the LSMR algorithm [27] and Tikhonov regularization [25] to solve equations (11) and (16) in a least-
squares sense. The value of the regularization parameter «vis indicated in each example.

5.1. Demonstrating the physical bases of the methods

To test the physical interpretation of Lippmann-Schwinger inversion as a source reconstruction technique and
the linear sampling as a focusing technique, we consider the velocity model shown in figure 2. The model is
intentionally simple, consisting of a single box-shaped anomaly embedded within the homogeneous
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Figure 5. The wave field of the virtual experiment before, at, and after the time of focusing. The focusing point is shown as the yellow
dot and source locations as blue dots. The boundary of the scatterer is indicated by the white dashed line. Left column: the incident
field v, focuses when the focusing point is inside the scatterer. Right column: the incident field v, does not focus when the focusing
point is outside the scatterer. The wave fields in each row are shown at the same time step.

background medium. In this experiment, we interrogate the scatterer using the Ricker pulse with a dominant
frequency v = 25 Hz. The dominant wavelength A of the Ricker pulse is shown in figure 2 for scale. We apply
Lippmann-Schwinger inversion and the linear sampling method to two different imaging domains: one domain
that contains the scatterer and another domain that does not (§2; and €2, in figure 2, respectively). Both imaging
domains are discretized intoa 15 x 15 point regularly sampled grid.

The left column of figure 3 shows snapshots of the modeled scattered pressure field corresponding to the
source shown by the red dot. The boundary of the scatterer is indicated by the white dashed line. The right
column of figure 3 shows the same snapshots of the reconstructed scattered pressure field obtained from
Lippmann-Schwinger inversion applied to the imaging domain €2; (shown by the yellow dashed line). In this
case, the obtained contrast source function x correctly replicates the spatiotemporal behavior of the scatterer to
reconstruct the scattered pressure field observed at the receivers. The anomalous waveforms seen in the
reconstructed wave field are likely due to coarse receiver sampling along the acquisition circle and could be
reduced with denser acquisition.

Figure 4 shows the same snapshots of the modeled scattered pressure field but now alongside the
reconstructed scattered pressure field obtained from Lippmann-Schwinger inversion applied to the imaging
domain 2,. In this case, the imaging domain does not contain the scatterer and the obtained contrast source
function x poorly reconstructs the scattered pressure field observed at the receivers. Interestingly, the contrast
source still attempts to reconstruct the back-scattered waves observed at the receivers at the top-left quadrant of
the acquisition circle. The imprint of the coarse receiver sampling is again obvious in the reconstructed
waveforms.

Figure 5 shows snapshots of the corresponding virtual experiments obtained from the linear sampling
method. The boundary of the scatterer is again shown by the white dashed line. The left column shows the total
wave field before, at, and after the time of focusing for the case when the image point (shown as the yellow dot)
lies inside the scatterer. In this case, the obtained focusing function ¢ correctly synchronizes the sources (shown
as blue dots) to focus the incident field onto the prescribed image point. Conversely, the right column shows the
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Figure 6. Reconstructions of the box-shaped anomaly using (left column) Lippmann-Schwinger inversion and (right column) the
linear sampling method. Top row: the imaging domain contains the scatterer. Bottorm row: the imaging domain does not contain the
scatterer. Images in the bottom row are plotted on the same scale as the corresponding image in the top row. The value of the
regularization parameter « is indicated above each plot.

same snapshots of the total wave field for the case when the image point does not lie inside the scatterer. Here, the
obtained focusing function ¢ is nonphysical, since it could not extract the properties of the contrast source x at
the given image point. Consequently, focusing is not achieved.

Figure 6 shows the obtained images from Lippmann-Schwinger inversion (left column) and the linear
sampling method (right column) using definitions (12) and (17), respectively. The top row shows the
reconstructions for the imaging domain {2;, which contains the scatterer. Clearly, both methods accurately
reconstruct the shape of the box anomaly. The bottom row shows the reconstructions for the imaging domain
,, which does not contain the scatterer. Here, Lippmann-Schwinger inversion incorrectly suggests there is a
scatterer inside the imaging domain, whereas the linear sampling method correctly indicates there is no
scatterer. The images in the bottom row are plotted on the same scale as the corresponding images in the
top row.

5.2.Imaging random inclusions

We compare Lippmann-Schwinger inversion and the linear sampling method in their ability to reconstruct
morphologically random inclusions (figure 7). In this experiment, the random inclusions represent
perturbations in both the model wave speed and mass density, withc = 2.3 ms ™ 'and p = 1.3 kg m~ inside the
inclusions. As discussed in section 2, the jump discontinuities in the density across the boundaries of the random
inclusions will contribute an additional term to the contrast source function which is not accounted for in
Lippmann-Schwinger inversion. Similarly, because the impulse response appearing on the right-hand side of the
near-field equation is due to a monopole source, the linear sampling method will fail to capture the directional
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visible at this noise level. (c) A common shot gather showing the scattered pressure field p; for the case in which only the mass density p

0.6 0.8 1.0 1.2 1.4
Time (s)

()

dependence of the density discontinuities. Still, it is instructive to compare how well these methods perform
when the physics of the scattering problem is not fully captured in the imaging algorithms.
We interrogate the acoustic medium using staggered sources and receivers along the acquisition circle as

depicted in figure 7. Since the sources and receivers are not co-located, we use reciprocity to add fictitious’ data

to the linear system of equations and enhance our coverage of the imaging domain. In this experiment, we
interrogate the scatterers using the Ricker pulse with a dominant frequency » = 20 Hz. The dominant
wavelength A of the Ricker pulse is shown in figure 7 for scale. We construct an imaging domain covering the
region from 0.7 m to 1.3 m along the x-axis and from 0.2 m to 0.8 m along the y-axis witha 31 x 31 point

regularly sampled grid.
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Figure 9. Reconstructions of the random inclusions using (left) Lippmann-Schwinger inversion and (right) the linear sampling
method. Top row: reconstructions obtained using the correct background model and noise-free data. Middle row: reconstructions
obtained using an erroneous background velocity model and noisy data. Botform row: reconstructions obtained for the case in which
only the mass density varies. The value of the regularization parameter « is indicated above each plot.

We test the imaging methods under three different scenarios. In the first scenario, the background medium
is known exactly and the scattered wave is measured noise-free. An example shot gather for this scenario is
shown in figure 8(a). In the second scenario, we test the ability of the methods to reconstruct the random
inclusions in the presence of noisy data and an erroneous background model. Here, we incorrectly assume the

background velocity is ¢y = 2.3 m s~ ', which isa 15% increase from the true background velocity. We add
random noise to the scattered pressure field that is uniformly distributed within the same frequency band as the
data. We set the signal-to-noise ratio (SNR) to 0.3, which is defined as
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SNR = Ll
noise
where P denotes average power (i.e. the mean-square amplitude). Here, Pign,1 denotes the average signal power
taken over 24 traces per shot gather. A common shot gather of the scattered pressure field with noise is shown in
figure 8(b).

In the third scenario, we generate the scattered pressure field p, using only the density model shown in right
panel of figure 7, while the acoustic velocity is held fixed at ¢, = 2 m s~ ' everywhere in the model. Since neither
Lippmann-Schwinger inversion nor the linear sampling method are formulated to account for the jump
discontinuities in the density, both methods are expected to fail. Figure 8(c) shows a typical shot gather
corresponding to this limiting case.

Figure 9 shows the images obtained from Lippmann-Schwinger inversion (left column) and the linear
sampling method (right column) for each of the three scenarios. The top row shows the images obtained for the
case of the exact background model and noise-free data. Both methods clearly reconstruct the shapes of the
random inclusions. This suggests that imaging with these methods is still feasible despite jump discontinuities in
the density so long as the velocity contrast is the dominant term in the contrast source function (5). The middle
row shows the images obtained for the case of an erroneous background model and noisy data. For both
methods, we observe a dilation in the size and location of the random inclusions due to the erroneous
background velocity. The imprint of the noisy signal is evident in the gritty texture of the reconstructions
compared with the images in the top row. The bottom row shows the images obtained for the case in which the
scatterers represent pure density contrasts. As expected, both methods have failed to identify any coherent
structure of the random inclusions.

6. Discusion and Conclusions

We have presented an imaging method based on solving the Lippmann-Schwinger equation of acoustic scattering
theory. Compared with the linear sampling method, both techniques formulate the imaging problem without
using any prior knowledge or weak-scattering approximations of the unknown scatterer. We have validated the
physical interpretations of Lippmann-Schwinger inversion as a source reconstruction method for the performed
physical experiment and the linear sampling method as a focusing technique for the corresponding virtual
experiments. Our numerical experiments show that the two imaging methods give comparable reconstructions
when the imaging domain fully contains the scatterer. Even in the presence of noise and an erroneous background
model, both imaging techniques give reasonable reconstructions. However, only the linear sampling method gives
physically consistent results when the imaging domain does not contain the scatterer.

As discussed by Martin [20], many practical applications of acoustic scattering involve jump discontinuities
in the mass density across the boundary of a scatterer. Unfortunately, these jump discontinuities manifest as an
additional surface integral in the Lippmann-Schwinger equation over the unknown boundary of the scatterer.
This poses a significant challenge for Lippmann-Schwinger inversion in reconstructing such jump
discontinuities, especially if the scatterer is primarily caused by strong and sudden density variations. According
to expression (5), the contrast source function is sensitive to the illumination direction provided by the known
source position. It may be possible to glean more detailed information about the density properties of a scatterer
by analyzing the gradients of the contrast source with respect to known source positions. As discussed by Haddar
et al[12], the sensitivity of the linear sampling method to dipole source distributions (such as density variations)
can be improved by modeling the impulse response due to a dipole source. How to optimally choose the
orientation for the dipole test function remains an open problem, however. Additionally, the procedure
described by Haddar et al [12] requires solving the near-field equation for monopole and dipole sources
separately; it would be of practical interest if this could be done concurrently. Further work on acoustic inverse
scattering methods should consider these suggestions for handling jump discontinuities in the mass density.
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