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1.  Introduction

Open-channel flow past a lateral, semi-enclosed basin, also 
referred to as a cavity, a lateral embayment or a dead-zone, is 
encountered in various hydrodynamic situations, such as the 
(river or coastal) flow past a natural embayment, a harbor, a 
dock, an access channel to a navigation lock, groyne fields, etc.  

For both economic and ecological reasons, it is important 
to understand the global flow field within the cavity and the 
exchange processes (of e.g. nutrients, pollutants, sediments) 
between the (river or coastal) current and this lateral embay-
ment. Research on lateral cavities often studies basins with a 
simplified planform geometry, like e.g. a rectangular or, as in 
the present case, square shape. For the latter, previous research 
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methodology, which is employed to study the flow and passive tracer exchange between a main 
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(e.g. Mignot et al 2019) showed that a single main gyre occu-
pies almost the whole of the cavity area, in addition to corner 
structures that are generated by vortex-wall interactions.

Both experimental and numerical work has been done to 
study the influence of dead zones on the transport processes 
in riverine environments. Given the large spatial extent of the 
entire river system, the modeling of mass and/or passive tracer 
transport was mainly restricted to 1D approaches (Taylor 
1954, Hays 1966) to estimate the longitudinal dispersion of a 
passive tracer cloud. Similarly to Taylor (1954), Valentine and 
Wood (1979) modelled the mass entrainment in the dead zone 
as a first order system using a non-dimensional entrainment 
coefficient k. Based on experimental results, they suggested a 
constant value k = 0.02 ± 0.01, independent of the dead zone 
geometry.

Numerous research studies on mass exchange have focused 
on the influence of the dead zone geometry and the flow con-
ditions on the exchange by quantifying this mass exchange 
coefficient k (e.g. Uijttewaal et al 2001, Weitbrecht et al 2008, 
Mignot et al 2017). Experimentally, k is usually determined 
by one of two possible approaches. The ‘transverse velocity 
method’ estimates k by integration of the measured transverse 
velocities along the main channel-cavity interface, whereas 
the ‘dye release method’ quantifies k from the time evolution 
of the depth-averaged dye concentration inside the cavity. 
However, previous research has shown that the scatter of the 
estimated k values using the same approach (different flow 
configurations) and between the two methodologies (same 
flow configuration) is significant. In this work, we investi-
gate more in depth the simplifications made by the transverse 
velocity method, and the resulting limitations to describe 
mass exchange.

As a first simplification, most experimental studies 
quantify k by integration (along a horizontal transect of the 
interface) of the transverse velocities measured in a single 
horizontal plane, either at the free surface (using surface par-
ticle tracking) or at a depth that is considered representative 
for the depth-averaged flow field (using sub-surface particle 
image velocimetry). Even though the flow field within the 
cavity is quasi-uniform over the water depth, Tuna et al (2013) 
and Akutina (2015) showed that, especially near the geomet-
rical interface, the flow patterns just above the bed deviated 
significantly. The inflow from the main stream to the cavity 
was found to be concentrated in the downstream part of the 
interface and primarily near the bed. After being transported 
inside the cavity by the secondary recirculation (Mizumura 
and Yamasaka 2002, Jamieson and Gaskin 2007), outflow 
from the cavity towards the main stream occurred mainly in 
the upstream part of the interface and closer to the surface. 
Moreover, the distribution of vortical flow features, which are 
of major importance for the fluid and mass exchange, seemed 
highly dependent on depth, thus indicating their 3D character. 
Therefore, a 2D approach seems questionable to reliably 
describe the mass exchange with a lateral embayment.

Quantitative evidence of this failure of the 2D flow approx
imation was first shown by Uijttewaal et al (2001), in which 
the k values determined using the transverse surface velocities 
differed by almost a factor of 2 from the k values based on the 

depth-averaged dye concentration. The error made by a 2D 
simplification was confirmed by comparison of depth-aver-
aged large eddy simulations (LES) and 3D LES of a shallow 
embayment (e.g. Hinterberger et  al 2007, Constantinescu 
et al 2009), in which the depth-averaged LES results strongly 
overpredicted the mass exchange. Moreover, using the trans-
verse velocity method, Tuna et al (2013) and Akutina (2015) 
measured the vertical profile of the mass exchange coefficient 
and showed that it varied up to 25% as compared to its depth-
averaged value.

The second simplification, which will be described more in 
detail later in this paper, is that all transverse velocity fluctua-
tions at the interface are integrated, even though they do not 
necessarily contribute to the net fluid or mass exchange, as 
pointed out by Prof. Uijttewaal in Akutina (2015).

To better understand how mass is transported in and out 
of a lateral embayment, state-of-the-art measurement tech-
niques are needed that are able to capture the 3D aspect of 
the exchange. In the past few years, 3D particle tracking 
velocimetry (3D-PTV) has gained popularity compared to 
(planar) PIV or Acoustic Doppler Velocimetry because of 
several advantages: non-intrusive, high 3D spatial resolution, 
Lagrangian trajectory information, etc.

Therefore, the first part of this paper describes the design, 
validation and application of a recent 3D-PTV setup. In par
ticular, we emphasize several key aspects that are crucial for 
reliable and accurate 3D results and present a detailed descrip-
tion of the adopted methodologies for calibration, validation 
and post-processing of the 3D-PTV technique. The 3D-PTV 
(laboratory) setup is applied to study the flow and mass 
exchange in a (square) cavity flow by means of passive and 
neutrally buoyant tracer particles. Note that the behavior of 
the latter is not necessarily representative for all types of mass 
exchange (e.g. sediment). The resulting particle trajectories 
are then used to quantify the 3D flow field and the common 
Eulerian mass exchange coefficient.

The second part of this work presents a novel Lagrangian 
definition of the mass exhange coefficient based on the indi-
vidual particle trajectories. With the aim of identifyiying the 
particles that contribute to the actual net exchange, we pre-
sent a trajectory classification system that avoids ambiguities 
related to the time-dependent and 3D shape of the hydrody-
namic boundary between the main channel and the cavity. 
Subsquently, the presented Lagrangian definition of k is tested 
on the current dataset to illustrate the added value of the pre-
sented methodology.

2.  Cavity facility

The experiment described in this work are conducted in the 
Hydraulics Laboratory of Ghent University, Belgium. The 
cavity facility (figure 1) consists of a polycarbonate-walled 
flume with a total length of 2.5 m and a rectangular cross-sec-
tion with a width b of 0.08 m. The main channel is connected 
to a square side embayment, having a length L and width W  
of 0.08 m (figure 1), with the upstream corner of the cavity 
located at 2 m downstream from the inlet of the flume. At this 
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inlet of the main channel, a honeycomb mesh is installed to 
stabilize and straighten the inflow, while a floating body is 
used to suppress surface irregularities due to the honeycomb.

For the present experiment, the bed is horizontal with an 
average water depth h of 27 mm, hence h/L ≈ 0.34 . The 
inlet discharge is fixed to Q = 0.34 l s−1 and measured using 
an electromagnetic flowmeter (accuracy of ± 0.003 l s−1) 
within the pumping loop. The average bulk velocity in the 
main channel thus equals Ub = Q/bh = 0.16 m s−1, giving 
a subcritical Froude number of Fr = Ub/

√
gh = 0.31 (sim-

ilar to flow configurations of e.g. Tuna et  al 2013, Akutina 
2015). The Reynolds number of the main stream equals 

Re = 4ρfUbbh
µf(b+2h) ≈ 1.00 × 104, with ρf and µf the density and 

dynamic viscosity of the fluid (water). Since salt is added 
to the water to approach the material density of the seeding 
particles (see section 3.2), Re was computed with a density 
ρf = 1050 kg m−3 and µf = 1.067 × 10−3 kg m−1 s−1 for an 
average water temperature of 24 °C.

3. Three-dimensional particle tracking velocimetry 
(3D-PTV)

Three-dimensional particle tracking velocimetry (3D-PTV) is 
a Lagrangian flow measurement technique to determine flow 
velocities within a 3D observation volume. The technique 
relies on flow visualization using small and usually neutrally 
buoyant particles. By recording the particles from different 
viewing angles, their 3D coordinates can be determined using 
spatial and temporal stereoscopic correspondence matching, 
for which in this work the epipolar line intersection technique 
is used (e.g. Maas et al 1993). In the following, the design of 
the different components of the presented 3D-PTV setup are 
described more in detail.

3.1.  Optical set-up

Reconstruction of the individual 3D positions of the detected 
particles relies on stereoscopic matching between the different 
camera views. Since individual particles cannot be distin-
guished from each other based on distinctive particle features 
(e.g. size, shape, or color), only the fact that the ‘lines of 
sight’ from different cameras need to pass through the particle 
center can be used. To that end, two cameras are theoretically 
sufficient to solve the 3D reconstruction problem. However, 
ambiguities in stereoscopic correspondences can arise if two 
or more particle images are found in the same search area of 
the correspondence matching algorithm. Such ambiguities 
can be minimized by limiting the seeding density, increasing 
the number of cameras, optimizing the camera arrangement 
and ensuring accurate camera calibration.

With regard to the optimal camera arrangement, Dracos 
(2013) showed that for a reasonable particle seeding den-
sity and optical setup, at least three cameras are needed to 
guarantee reliable 3D positions. Maas et  al (1993) reduced 
the number of ambiguities in the epipolar matching algorithm 
by at least one order of magnitude by using three instead of 
two cameras. By adding a fourth camera, the remaining ambi-
guities diminished to almost zero and allowed a reliable 3D 
particle position even in case particles were hidden in one of 
the four images. Moreover, the accuracy of the reconstructed 
coordinates improved with a factor of 1.3 and 1.7 for a three 
and four camera setup, respectively.

Given the superior performance of four independent 
camera views, the current optical setup (figure 1) comprises 
four monochrome CMOS sensor cameras (Basler Ace, 10 Bit, 
1920  ×  1200 pixels) mounted below the flume in a square 
arrangement as suggested by Maas et  al (1993). Compared 
to 3D-PTV with cameras installed above the free surface 

Figure 1.  Schematic (a) and photograph (b) of the experimental setup, with the (square) cavity dimensions L and W  equal to the width b of 
the main channel (0.08 m) and the water depth h equal to 27 mm, hence h/L ≈ 0.34. The adopted coordinate system in this work is drawn 
in red, while the overlapping field of view of the four cameras (mounted below the flume) is indicated in green.
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(Akutina et al 2018), the constant refraction through the flat 
bottom of the flume can more easily be corrected for. The 
camera recordings are synchronized by an external pulse gen-
erator (NI 6601) at a frame rate of 150 Hz and a shutter speed 
of 1/500 s, while a total measurement period of 120 s proved 
sufficient for convergence of the time-averaged velocities.

In combination with the camera lens, the distance between 
the cameras and the observed measurement volume is an 
important design parameter. It affects the total volume that 
is observed by all four cameras, but also determines the size 
of the projection of a seeding particle on the cameras’ CCD 
(in pixels) and the cameras’ depth of field. As a compromise 
between these conflicting design considerations, the average 
vertical distance between the cameras and the bottom of the 
flume is chosen around 530 mm, with the angle between the 
optical axes of the cameras ∼= 40◦ as suggested by Kieft et al 
(2002) and Walpot et al (2006). The cameras are fitted with 
lenses having a fixed focal distance of 35 mm, being a trade-
off between a large depth of field and a large field of view. 
Figure 1(b) shows the installed cameras, each capturing the 
entire cavity and adjacent main channel region with an average 
magnification of ≈ 11 pixels mm−1. During the recording 
period, the observation domain is lighted from the side by a 
high-lumen LED panel as a cost-effective solution compared 
to advanced and specialized light sources. Additional pre-
cautions are taken to minimize reflections of the water sur-
face and avoid a non-uniform background when viewing the 
lighted volume from below.

3.2.  Particle seeding

The flow is seeded with small polystyrene microspheres 
with a density of ρp = 1060 kg m−3 and a particle diameter 
dp of 212 − 250µm, in which a continuous recirculation 
and mixing in the upstream tank ensures an approximately 
constant supply of particles through the main channel. The 
particle size in the images equals 2–3 pixels, which is suf-
ficiently large (� 2 pixels) to avoid peak-locking (Adrian and 
Westerweel 2011, Raffel et al 2018). Based on Marxen et al 
(2000), the expected localization accuracy using a Gaussian 
centroid operator (see section 3.4) for particles of 2–3 pixels 
is in the order of 0.1 pixel, corresponding to a horizontal dis-
tance of 0.09 mm in the imaged region. To minimize inertial 
effects and make the particles as neutrally buoyant as pos-
sible, salt is added to the water to increase the water density to 
approximately ρf = 1050 kg m−3. This reduces the amount of 
particles settling in low-velocity regions of the cavity, while 
avoiding that particles tend to float on the water surface.

The importance of the finite-size of the particles can be 
estimated by comparing the time scale of the flow fluctua-
tions with the particle relaxation time, usually expressed as 
the Stokes number St = τp/τf. The Kolmogorov time scale 

is used as a representative fluid time scale τf = (νf/ε)
1/2 in 

which νf equals the kinematic viscosity of the salt water at 24 
°C (νf = 1.017 × 10−6 m2 s−1) and ε is the turbulent dissipa-

tion rate of the flow. According to Taylor (1935), the latter can 
be estimated as ε = u3

rms/L, with urms the root mean square 

velocity of the flow fluctuations (estimated as 0.15 Ub, based 
on Mignot et al 2016) and L the integral length scale, which 
is chosen equal to the water depth h (= 0.027 m). In the limit 
of vanishing particle Reynolds number, the particle response 

time is given by τp =
ρp

ρf

d2
p

18 νf
. However, because of the non-

negligible particle size adopted in the current experiment, this 
work uses a corrected definition for finite particle Reynolds 
numbers as presented by Xu and Bodenschatz (2008). This 
results in a Stokes number St = 0.04, which is well below 0.1 
such that the tracing accuracy errors are assumed to be negli-
gible (<1%) (Tropea et al 2007).

The selected seeding density is a trade-off between maxi-
mizing the number of particles per image and minimizing 
ambiguities during correspondence matching and/or linking 
of the particles over the image sequence. For the results pre-
sented in sections 5.1 and 5.2, about 500 particles are identi-
fied and tracked in every frame. Additional thresholds are set 
to reduce ambiguities and obtain longer trajectories for the 
Lagrangian classification of section 5.3, maintaining 350 par-
ticles per frame on average.

3.3.  Camera calibration

Calibration of the camera setup is of crucial importance for 
accurate and reliable particle trajectories, and aims to deter-
mine both the external (position, orientation) and internal 
(focal distance, principal point, image distortion) camera 
parameters. Using a set of 25 images of a planar calibration 
checkerboard prior to the experiment, the internal camera 
parameters are for every camera estimated using the multi-
view Zhang’s camera calibration algorithm implemented in 
OpenCV (Bradski 2017).

To determine the relationship between the 2D image coor-
dinates and the actual 3D positions of the particles, the most 
straightforward approach is a typical in situ calibration method 
with a multitude of calibration points. This method estimates 
the cameras’ position and orientation as the result of a least-
squares optimization relating the imaged calibration points to 
their known 3D location with respect to the chosen coordinate 
system. For accurate 3D calibration, the size of the calibration 
object should match the size of the measurement volume, with 
well-contrasted calibration points that are evenly spaced in all 
three directions.

The most common approach with 3D-PTV practitioners 
is to use a (3D) volumetric (often ziggurat-shaped) calibra-
tion object, of which distinctive target points lay on different 
depths along the cameras’ viewing direction. However, in case 
the depth of the intended measurement volume (in the viewing 
direction) is significant, a single solid-body makes it impos-
sible to obtain 3D calibration points that are well-distributed 
in all three directions. Therefore, this work employs ‘the mul-
tiplane calibration technique’ (Walpot et al 2006, Kreizer and 
Liberzon 2011) using an in-house made calibration unit.

The calibration unit consists of a stiff and black-coated alu-
minum plate, engraved with a white, rectangular pattern of 
14  ×  25 dots (diameter = 0.5 mm) with a spacing of 5 mm, of 
which the engraving accuracy < 0.01 mm. During calibration, 
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thus prior to the measurements, the calibration plate is posi-
tioned inside the flume such that almost the entire imaged 
region (figure 1) is covered. Using a toothed rod (vertical) 
motion system of which one end is rigidly attached to the 
top side of the calibration plate, the pattern can be accurately 
moved across the water depth. For this work, five parallel hor-
izontal planes (equally spaced between 5 and 25 mm above 
the bottom of the flume) are combined to create a virtual 3D 
calibration object, i.e. a 14 × 25 × 5 grid with a spacing of 
5 mm in every direction. At every vertical position of the cali-
bration plate, images are taken while the water level is kept 
stationary above the measurement volume.

The 2D–3D mapping relationship from camera image space 
to world coordinates (coordinate system indicated in figure 1) 
is then determined using OpenPTV (OpenPTV-Consortium 
2014) (see further), in which refraction at the bottom of the 
flume is immediately taken into account following the proce-
dure of Maas et al (1993). Herewith, the refractive index of 
the polycarbonate flume is estimated at 1.6, while a refraction 
index of 1.35 is used for water at the ambient temperature 
and salt content. To check the quality of the calibration, the 
residual calibration error is computed by treating the cali-
bration images as input for the 3D reconstruction algorithm. 
Averaged over all calibration points, the mean difference 
between the 3D-PTV reconstructed positions and the known 
3D coordinates equals 0.016 mm, 0.026 mm and 0.037 mm 
in the x-, y -, and z-direction, respectively. Compared to the 
estimated accuracy of particle localization (0.09 mm), these 
residual calibration errors seem acceptable.

3.4.  Data processing

Prior to the 3D-tracking analysis, the recorded images are 
undistorted using OpenCV routines (Bradski 2017). To facili-
tate particle detection and improve the accuracy and reli-
ability of tracking, the images are then further edited using 
Fiji (Schindelin et al 2012) by eliminating background noise 
and gray level variations due to inhomogeneous illumination 
intensity. Additionally, a Gaussian image filter (σ = 2 pixels) 
is applied to minimize localization inaccuracies of the par-
ticles’ centers that can arise due to illumination differences 
caused by particle–particle blocking from the light source.

Reconstruction of the 3D particle trajectories using the 
improved and undistorted images can be subdivided in three 
main stages: (i) particle recognition, (ii) establishment of cor-
respondences and (iii) particle tracking. These main steps are 
done using the open-source software OpenPTV (OpenPTV-
Consortium 2014, Meller and Liberzon 2016), which was 
originally developed by ETH Zürich (Willneff 2003) and is 
still further being developed by an international team of devel-
opers (including the current first author). Particles are detected 
in each frame with subpixel accuracy by a centroid operator 
and filtered based on their size and brightness in the image to 
reduce the amount of erroneous detections. The 3D coordi-
nates of the detected particles are then found by correspond-
ence matching between the different camera views using the 
method of epipolar lines. Herewith, the 3D coordinates of 

the particles are searched by optical triangulation, for which 
the results of the calibration process are used to define the 
perspective imaging geometry. Once the 3D coordinates are 
obtained, a predictive linking strategy is employed to track the 
particles throughout subsequent images in time.

The particle trajectories obtained with OpenPTV are then 
further analyzed with in-house code to increase the length of 
short trajectories caused by particle ‘dropout’, where a tracked 
particle is not detected for a few number of successive frames 
and then reappears. In OpenPTV, it is currently not possible 
to link these ‘lost particles’ with their subsequent reappear-
ance. However, in case the camera frame rate is sufficiently 
high compared to the particle velocity, the position of the lost 
particles in later frames can often roughly be predicted based 
on extrapolation of their trajectory history.

To that end, this work uses the particle prediction and 
linking algorithm of Xu (2008), in which particle trajectory 
segments are linked in a 6D position-velocity space. As an 
extension of the usual particle-tracking techniques that only 
link particle positions throughout time, they showed that 
linking interrupted trajectory segments using both position 
and velocity consistency improves the tracking-efficiency 
significantly.

For a trajectory segment i that ends at time te
i , the particle 

position xp
i  and velocity up

i  for the start of a new trajectory at 
a time t > te

i  are predicted as
ß

xp
i (t) = xe

i + ue
i (t − te

i )
up

i (t) = ue
i + waae

i (t − te
i )

� (1)

where xe
i , ue

i  and ae
i  are the position, velocity and acceleration 

of the particle at time te
i . The weighting function wa accounts 

for the uncertainty and variation of the acceleration over a time 
period (t − te

i ). Similarly as suggested by Xu (2008), a sensi-
tivity analysis on the influence of wa (not shown in this paper) 
revealed that the best linking results are found for wa = 0. The 
latter can be explained by the fact that, as the second deriva-
tive of the detected particle positions, particle acceleration is 
highly sensitive to measured position inaccuracies.

The novel idea of Xu (2008) is to reformulate the linking 
distance between an earlier segment i and a later segment j in 
physical–velocity space:

dij =

…∥∥∥xp
i (t

s
j )− xs

j

∥∥∥
2
+

[∥∥∥up
i

Ä
ts
j

ä
− us

j

∥∥∥
Ä

ts
j − te

i

ä]2
� (2)

where ‖.‖ denotes the Euclidean distance (L2 norm), ts
j  is the 

starting time of segment j with starting position xs
j  and starting 

velocity us
j · xp

i (t
s
j ) and up

i

Ä
ts
j

ä
 are the predicted particle posi-

tion and velocity following segment i at time ts
j  (equation (1)), 

in which ts
j > te

i  is a natural condition for segment i and j to 
be linked.

Linking broken trajectories is then done by first computing 
dij for all trajectories starting within a maximum allowed 
gap time after te

i , which is in this work limited to 10 frames 
(= 10/(150 Hz) = 0.07 s ∼= 1.5 τf). From all these candidate 
segments {1, …, k}, the most suitable segment j is then con-
nected to the earlier segment i if:
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dij = min
k

(dik) � dmax� (3)

where dmax denotes the maximum allowed linking distance 
for reliable matching. A suitable value for dmax depends on 
the amount of filtering that is used after preliminary linking 
and computation of the positions, velocities and accelera-
tions of the (broken) trajectories. In this work, we apply the 
least-squares Savitzky–Golay smoothing filter to the trajec-
tories obtained with OpenPTV, in which a third order poly-
nomial in a window of 5 frames proved successful to obtain 
reliable velocities without significant attenuation of the small 
scale particle motions. For the present results, dmax is chosen 
equal to 5 mm, which is less than the average particle distance 
throughout the measurements (≈ 6 mm).

4.  Validation

Possible error sources of 3D-PTV can be grouped based on 
the multiple stages during 3D trajectory reconstruction: (i) 
identification of the particles in the images of every camera, 
(ii) 3D particle reconstruction by epipolar correspondence 
matching, and (iii) frame-to-frame particle linking and corre
sponding velocity estimation. In this work, two validation 
approaches are employed to estimate the uncertainty and bias 
of the reconstructed 3D particle trajectories and velocities.

4.1.  Static validation

The first approach comprises ‘a static validation’ and mainly 
tests the 3D particle position uncertainty resulting from 
camera calibration (internal and external camera param
eters). Herewith, the maximum achievable accuracy of the 
reconstructed particle positions equals the residual error of 
the calibration (section 3.3). For this static validation, the 
3D-PTV technique is applied to a fixed pattern with known 
geometry that is placed within the observation volume. The 
distance between the reconstructed target positions and their 
real (known) positions can then be used to derive the spatial 
distribution of the error made by the 3D-PTV reconstruction 
procedure. The same multiplane calibration unit as described 
in section 3.3 (camera calibration) is used as validation object 
because of its high positional accuracy. Similarly as during 
the calibration, the pattern-engraved aluminum plate is posi-
tioned at different elevations above the bed to acquire valida-
tion data throughout the entire volume. This static validation 
is done prior and independently from the measurements 
described in section 5, and comprises 13 vertical positions of 
the target plate with an intermediate vertical distance of 2 mm. 
The images taken at the odd positions are used for calibration 
(section 3.3), while the remaining eight other planes serve as 
validation data. Furthermore, the above-mentioned validation 
approach is employed to test the influence of the number of 
multiplane calibration planes, i.e. the density of calibration 
points in z-direction, by employing either one, three or five  
planes distributed over the water depth for calibration.

The side-by-side boxplots in figure  2 present the dis-
tribution of the distances |xi| between the known and the 

reconstructed 25 × 14 × 8 validation points in the x-, y - and 
z-direction. In each boxplot (standard Tukey boxplot pre-
sented by Tukey (1977)), the central rectangle spans the first 
quartile to the third quartile of the errors |xi| (the interquartile 
range or IQR). The green bars indicate the median error of the 
reconstructed target positions, while the whiskers at the top 
and bottom mark the highest and lowest error of the validation 
points within 1.5 IQR of the upper and lower quartile, respec-
tively. Although not shown in this paper, the errors increase 
near the edges of the calibration plate as could be expected 
from the least-squares calibration optimization. Figure 2 indi-
cates that increasing the density of calibration points improves 
the overall calibration result, although the maximum devia-
tions in the x- and y -direction are even with three calibration 
planes below the estimated accuracy of particle localization 
(0.09 mm). The superior accuracy obtained in the horizontal 
direction (x and y ) compared to the vertical direction (z) is also 
expected given the higher spatial resolution in the horizontal 
plane resulting from the current (vertical) camera orientation.

4.2.  Dynamic validation

The second and dynamic validation applied in this work is 
intended to test the other error sources related to 3D-PTV, 
namely particle identification and velocity quantification by 
tracking particles in time. The methodology of the adopted 
dynamic validation approach is inspired by the so-called 
‘dumbbell calibration technique’ (Gülan et al 2012). Similar 
to Akutina (2015), two seeding particles (polystyrene micro-
spheres with a particle diameter dp = 212 − 250 µm) are glued 
onto the flat, black-coated end of a thin and handheld rod. The 
dumbbell rod is moved with a similar velocity as the particles 
during the measurements and recorded using the same exper
imental configuration (lighting, recording characteristics and 
camera configuration, …). The dumbbell recordings (20 s in 
total: 3000 dumbbell positions) are then processed using the 
same steps as used for the actual experiment: pre-processing to 
improve image contrast, particle localization using a Gaussian 
locator, correspondence matching through the epipolar line 
intersection technique, tracking particles throughout the 
image sequence, and finally the calculation of particle veloci-
ties by smoothing the trajectories with a Savitzky–Golay filter. 
A first assessment of the particle position accuracy is done 
by comparing the fixed dumbbell spacing d = 8.98 mm with 
the distance between the tracked particles at every time step 
(dtrack):

∆d = dtrack − d.� (4)

Figure 3 shows the distribution of the position error ∆d over 
the entire validation measurement time (20 s), which suggests 
no significant bias towards larger or smaller values of the esti-
mated distance. The average value of |∆d| and the standard 
deviation of ∆d equal 0.011 mm and 0.014 mm, respectively, 
which is an order of magnitude less than the particle size and 
thus assumed to be more than acceptable.

A direct assessment of the uncertainty of the particle 
velocities is made by expressing that the dumbbell particles 
should not move away or towards each other. Mathematically, 
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the velocity of dumbbell point 1 (with velocity u1) relative to 
dumbbell point 2 (with velocity u2) is computed by projecting 
their relative velocity u1 − u2 onto the vector connecting the 
two particles l, which results in the scalar u1,2:

u1,2 =
(u1 − u2) · l

|l|
.� (5)

Since the particles are attached to a solid body and thus are 
unable to move toward or away from each other, the deviation 
of u1,2 from zero (denoted as ∆u) may be used as an indication 
of the velocity error during the experiment. The relative dis-
tribution of ∆u over the entire calibration period is shown in 
figure 4, for which the average value of |∆u| equals 0.89 mm s−1  
and the standard deviation of ∆u equals 1.32 mm s−1. The 

average velocity of the dumbbell points, which is representa-
tive for the average velocity of the particles during the experi-
ment, equals 51 mm s−1 over the entire 20 s validation period. 
This results in a relative error of the estimated velocities in the 
order of 2%, which in this paper is assumed to be acceptable.

Multiplying the dumbbell position error ∆d (mean 
|∆d| = 0.011 mm; standard deviation ∆d = 0.014 mm) with 
the camera frame rate (150 Hz), the velocity error estimated 
with ∆u is reduced by almost a factor of 2. This confirms ear-
lier findings (not shown in this paper) obtained through static 
validation that showed that the position errors have a certain 
bias depending on the region within the observation volume. 
This explains why the relative position error between points 
that are close together is smaller than the absolute position 

Figure 2.  Comparison of the calibration errors for a varying number of calibration planes.

Figure 3.  Relative distribution of the position error ∆d during the dynamic dumbbell validation, depicting the frequencies of observations 
during the entire validation measurement time.

Meas. Sci. Technol. 31 (2020) 054004



L Engelen and T De Mulder﻿

8

error (static validation) in some regions of the calibrated 
volume. The latter is beneficial for velocity estimations based 
on small particle displacements and improves the expected 
accuracy of the 3D velocity fields.

5.  Results

5.1. Time-averaged embayment flow

Figure 5 presents the time- and depth-averaged streamlines 
and contours of the velocity magnitude 

√
u2 + v2/Ub in the 

cavity and adjacent main channel region, in which Ub denotes 
the bulk velocity in the main channel and u and v are the time- 
and depth-averaged velocity components in the x- and y -direc-
tion, respectively. Within the cavity, the depth-averaged flow 
field is characterized by a single recirculation cell or ‘main 
gyre’ that occupies almost the whole cavity area. As con-
firmed by the literature (Akutina 2015, Mignot et al 2019), the 
gyre has an ellipsoidal low-velocity core of which the main 
axes are approximately in line with the two horizontal diago-
nals of the square cavity. It is surrounded by a high-velocity 
(average velocity 0.2 − 0.3 Ub) perimeter region that approxi-
mately follows the cavity walls. Additionally, small secondary 
cells with opposite sense of rotation (compared to the main 
gyre) are present in the corners of the cavity and at the leading 
(upstream) edge of the cavity adjacent to the main flow.

Exploiting the 3D-aspect of the 3D-PTV technique, figure 6 
shows the time-averaged transverse velocities v (comp
onent normal to the geometrical interface between the main 
channel and the cavity) in the vertical plane of the interface 
(y/W = 0). Although the exchange flow is highly dependent 
on the depth and longitudinal position along the interface, the 
flow mainly enters the cavity (red) in the downstream part and 
leaves the cavity (blue) in the upstream part. Moreover, the 
inflow in the downstream part seems most pronounced at the 

bed, while the outflow in the upstream part appears more uni-
form over the entire water depth (in contrast with the literature 
stating that the outflow is concentrated near the surface). An 
interesting feature is the concentrated outflow (blue) near the 
downstream wall (x/L = 1), which matches the findings of 
Akutina (2015). There, it was shown that this impression of 
local outflow is caused by a time-averaged shear layer deflec-
tion along the opening of the cavity, such that the shear lay-
er’s centerline impinges the downstream wall slightly inwards 
(y/W > 0) from the cavity corner. However, just upstream of 
the downstream wall, part of the fluid (or particles for that 
matter) that has been deflected towards the embayment gets 
ejected back into the main flow, causing the impression of out-
flow with negative (blue) transverse velocities.

Figure 4.  Relative distribution of the velocity error ∆u during the dynamic dumbbell validation, depicting the frequencies of observations 
during the entire validation measurement time.

Figure 5.  Time- and depth-averaged velocity field (contour plot and 
streamlines) in the cavity and main channel. The adopted coordinate 
system is indicated with origin at the upstream corner of the cavity.
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5.2.  Eulerian mass exchange analysis

As mentioned in the introduction, the exchange between the 
main channel and the cavity is often parameterized using the 
mass exchange coefficient k, which can experimentally be 
quantified using the ‘transverse velocity method’. Following 
Weitbrecht et  al (2008), we first compute the instanta-
neous exchange velocity E (z, t) by averaging the transverse 
velocity magnitude over the length of the main channel-cavity 
interface:

E (z, t) =
1

2L

ˆ L

0
|v(x, z, t)| dx� (6)

where v(x, z, t) is the transverse (cross-stream) velocity 
component at longitudinal position x and depth z in the ver-
tical cross-section of the interface (figure 6), L equals the 
length of the cavity opening and the factor ½ originates from 
the fact that both the in- and outflow (positive and negative 
velocities) are summed in the integral of equation (6).

The mass exchange coefficient k is then calculated by nor-
malizing the time-averaged value E (z, t) with the main stream 
velocity Ub to give

k (z) =
E (z, t)

Ub
.� (7)

Note that in the literature 3D velocity information is usu-
ally not available, such that the mass exchange coefficient is 
often determined at a single elevation z/h. We acknowledge 
that for river management purposes, the vertical profile of k (z) 
seems less important, since usually computationally inexpen-
sive 1D water quality models are employed which only require 
a single exchange parameter k. Therefore, albeit useful for 
research purposes, the vertical profile k (z) is in this work fur-
ther depth-averaged to derive a single parameter kmean.

Starting from the Lagrangian 3D-PTV trajectories, com-
puting the Eulerian transverse velocities v at the interface can 
be done using one of the two following methodologies. The 

first approach, referred to as ‘3D binning’, averages the veloc-
ities of all particles located in 3D bins (voxels) near the inter-
face, for which in this work the bin size equals ∆xbin/L = 0.03, 
∆ybin/W = 0.02, ∆zbin/h = 0.1 in the x-, y - and z-direction, 
respectively. For the bin direction perpendicular to the inter-
face (y -direction), the bins start at y/W = 0 and end inside the 
cavity with the same bin size (∆ybin/W = 0.02) as Akutina 
(2015), for comparison purposes. In the second approach, 
referred to as ‘2D binning’, all particles crossing a vertical 
intersection plane are included, for which in this work both 
the geometrical interface (y/W = 0) and the center of the 
3D bins (y/W = 0.01) are selected. The velocities perpend
icular to the vertical plane are then interpolated within 2D 
bins in the x- and z-direction with the same bin dimensions 
∆xbin/L = 0.03 and ∆zbin/h = 0.1 as used with 3D binning.

Figure 7 gives k (z) as a function of z/h using the two dif-
ferent binning approaches, which confirms that the exchange 
intensity varies significantly with depth (similar to figure 6). 
For this reason, obtaining a representative value for the depth-
averaged exchange by quantifying k at a single elevation (as is 
often done in the literature) is less reliable than employing the 
3D information of 3D-PTV to estimate kmean. Nevertheless, 
evaluation of k (z) at, for example, mid-depth for the profiles 
of figure 7 would yield a value (0.048, 0.072 and 0.078) which 
is close to the kmean value (0.042, 0.067 and 0.074).

While the different profiles of figure 7 have a similar shape, 
suggesting that the mass exchange is stronger at intermediate 
depths, their depth-averaged values kmean differ significantly. 
This difference is most probably caused by the fluctuating 
transverse velocities in the region of the interface, resulting in 
alternating positive and negative velocities v within the width 
of the 3D bins and/or at the location of the 2D binning planes. 
More specifically, fluctuations of a single trajectory add more 
than once to the bin-averaged values, of which the exact 
contribution depends on the number of appearances in every 
bin. Since the latter is strongly influenced by the choice of bin-
ning strategy, the shape and depth-averaged value of k (z) are 

Figure 6.  Time-averaged contour plot of the transverse velocity component v normal to the main channel-cavity interface at y/W = 0 
(at the geometrical interface), in which blue colors corresponds to outflow out of the cavity and red colors corresponds to inflow into the 
cavity.
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variable for the different binning approaches (2D versus 3D) 
and the corresponding size and location of the 2D or 3D bins. 
The latter seems confirmed by comparing the results of the 2D 
binning profiles of figure 7, in which a small shift towards the 
cavity (y/W = 0 → 0.01) has a non-negligible influence on 
k (z). To avoid the ambiguities related to the unsteady behavior 
of the flow and particle behavior near the geometrical inter-
face, section  5.3 will present a novel, Lagrangian method-
ology to estimate a more reliable mass exchange coefficient.

In the literature, both Tuna et al (2013) and Akutina (2015) 
present a vertical distribution of k (z) for similar Froude num-
bers, which also suggested that the mass exchange through the 
interface is stronger at intermediate elevations. Moreover, the 
‘3D binning’ results compare well with the 3D-PTV results 
of Akutina (2015), who used the same binning strategy and 
found a value of kmean equal to 0.036 and 0.052 for Fr = 0.29 
and Fr = 0.32, respectively. The lower k values of Tuna et al 
(2013), with kmean ∼= 0.03 for Fr = 0.39, might be explained 
by their higher Reynolds number and lower non-dimensional 
water depth h/L. Since Mignot et  al (2017) showed that k 
increases as Re decreases and h/L increases, the relatively 
low Reynolds number and large h/L of the current experiment 
seem to explain a higher value of k.

However, since the main objective of this paper is to dem-
onstrate the potential and added value of our new Lagrangian 
methodology to quantify the net mass exchange, no further 
attempt to reproduce flow conditions of the literature will be 
made in this paper. This will be the subject of future research 
on a larger scale setup, which will enable a more extensive 
comparison of the Eulerian k values with the literature.

5.3.  Lagrangian mass exchange analysis

5.3.1.  Description of the Lagrangian classification methodol-
ogy.  The relatively large variation of the Eulerian k values 
found in this work and reported in the literature suggests that 

the transverse velocity method might be a suboptimal meth-
odology to compute a representative indicator for the intensity 
of net exchange. Indeed, the arbitrary choice of the transverse 
cross-section at which the transverse velocity components are 
integrated (i.e. the geometrical interface at y/W = 0) neglects 
the shear layer deflection towards the embayment and accom-
panying ejection at the downstream corner (figure 6). More-
over, earlier studies (e.g. Tuna et al 2013, Mignot et al 2016) 
showed that the shear layer centerline undulates significantly 
in time, such that the hydrodynamic interface between the 
main channel and the embayment seems a time-dependent 
and 3D curved surface. The fluctuating shear surface indicates 
that employing the geometrical interface y/W = 0 as a fixed 
boundary to evaluate in- or outflow might not be represen-
tative for the actual exchange. Moreover, even if the hydro-
dynamic interface between the main channel and the cavity 
could be determined unambiguously, multiple crossings of a 
single trajectory should not contribute multiple times to the 
quantification of the exchange velocity E (equation (6)) as 
explained in section 5.2.

Therefore, this work uses a Lagrangian approach by 
employing the 3D tracking capabilities of the 3D-PTV tech-
nique. By Lagrangian tracking of individual particles, it is 
possible to distinguish particles entering or leaving the cavity 
(exchange) and particles that only ‘zigzag’ across the geo-
metrical interface (no exchange).

First, we define four vertical control sections as depicted 
in figure 8:

	 1.	�A transverse control section Mus in the upstream part of 
the main channel. 

	 2.	�A transverse control section Mds in the downstream part 
of the main channel. 

	 3.	�A longitudinal control section Iexch inside the cavity. 
	 4.	�The geometrical longitudinal interface Igeom between the 

main channel and the cavity.

Figure 7.  Vertical profiles of the mass exchange coefficient k (z) and depth-averaged values kmean using the 3D binning strategy (blue) or 
2D binning strategy at y/W = 0 (orange) and y/W = 0.01 (red).
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We then select the particles that traverse the interface Igeom, 
and thus are possible candidates for actual exchange. The 
selected particle trajectories are further analyzed by assessing 
how much and which control sections they intersect, in which 
particles crossing less than 2 times either Mus, Mds or Iexch are 
labeled ‘Lost’. The remaining particles can then be classified 
in four main classes as summarized in table 1, in which for 
each class the intersected control sections are marked by an X. 
For the class ‘Lost’, the trajectory length is too short to deter-
mine whether a particle has been entrained in the recirculation 
cell of the cavity, such that the particle trajectory cannot be 
included in the further Lagrangian analysis. Figure  8 moti-
vates that particles that are classified as CC should cross Iexch 
twice (hence 2X in table  1), one time before and one time 
after they intersect with Igeom. All particles that belong to class 
MM or CC traverse the geometrical interface Igeom but, respec-
tively, do not enter or leave the recirculation cell inside the 
cavity.

A visual analysis of the trajectories classified in MM shows 
that two physical processes cause their paths to intersect the 
geometrical interface:

	 1.	�MM-1: Particles oscillate back and forth across the 
interface when traveling downstream (‘zigzagging’) as a 
result of their entrainment in the advected shear layer vor-
tices, which are characterized by such transverse velocity 
fluctuations.

	 2.	�MM-2: Particles trajectories are deflected towards the 
embayment due to the shear layer deflection (see sec-

tion 5.2), but finally ‘escape’ the cavity and are ejected 
back into the main stream just upstream of the down-
stream wall.

An illustrative example of these two types of trajectories 
belonging to MM, as well as examples of the other three 
classes, is graphically shown in figure 8. It seems evident that 
only particles of class MC or CM add to the net exchange.

5.3.2.  Definition of the control sections.  The suggested clas-
sification is mainly determined by a well-chosen location 
of the control sections Mus, Mds and Iexch. However, since it 
can be assumed that particles within the main channel do not 
travel in the upstream direction, the exact location of Mus and 
Mds herein is of minor importance as long as the immediate 
surroundings of the cavity corners are excluded. In this work, 
Mus is chosen at x/L = −0.025 and Mds at x/L = 1.025. On 
the other hand, the transverse cross-section y/W  of plane Iexch 
should be chosen with great care to guarantee that the par-
ticles of class MC or class CM are actually entrained in the 
cavity or main flow, respectively. To this end, one could argue 
that choosing Iexch in the middle of the cavity (y/W = 0.5) 
seems a safe solution. However, defining Iexch further away 
from the cavity opening (Igeom) increases the probability that 
a tracked particle becomes ‘lost’ during tracking from Mus to 
Iexch or from Iexch to Mds, making it impossible to assign it to 
one of the four main trajectory classes.

Therefore, the location of Iexch is chosen as close as possible 
to the cavity opening (y/W = 0), while ensuring that ‘zigzag-
ging’ or ‘ejected’ particle trajectories are excluded. Since it 
can be assumed that the inertia of the particles is negligible 
(Stokes number St = 0.04 < 0.1), the maximum penetrating 
distance y/W  of ‘ejected particles’ is estimated based on the 
hydrodynamic processes governing the trajectories of MM-1 
and MM-2. For MM-1, half of the (maximum) mixing layer 
width seems a good estimation, while for MM-2, the extent of 
local outflow near the downstream corner is estimated by the 
sign of the local transverse velocity components v.

For the current experiment, the estimated shear layer width 
grows from δ/L = 0.07 to a maximum δ/L = 0.23 (similar 
to the results of Mignot et al 2017), while negative transverse 
velocities (outflow) near the downstream wall disappeared for 
y/W > 0.05 (similar to the results of Akutina 2015). Using 
half of the mixing layer width as the most stringent criterion 

Figure 8.  Schematic of the investigated flow domain (top view), 
with the four different control sections indicated. For each trajectory 
class, an illustrative example of an actually measured particle 
trajectory is depicted.

Table 1.  Classification of particle trajectories based on vertical 
control sections.

Class Igeom Mus Mds Iexch

Net  
exchange?

Lost X One out of three Unknown
MM:  
main–main

X X X No exchange

CC:  
cavity–cavity

X 2X No exchange

MC:  
main–cavity

X X X Exchange

CM:  
cavity–main

X X X Exchange
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and adding an additional safety for possible shear layer undu-
lation, the location of Iexch is set at y/W = 0.15. Visual anal-
ysis of the classified trajectories confirmed that this choice 
of Iexch is sufficient to avoid that particles still escape after 
crossing Iexch. Moreover, the results that will be presented in 
section 5.3.4 suggest that if Iexch is not located too close to the 
geometrical interface, the exact location of Iexch has only a 
minor influence on the Lagrangian mass exchange coefficient 
which will be explained hereafter.

5.3.3.  Description of the Lagrangian mass exchange 
coefficient.  One could argue that a more reliable definition 
of the mass exchange coefficient k would be to compute the 
exchange velocity E  (equation (6)) by only integrating the 
transverse velocities of class MC and CM. However, these 
particles only enter or leave the cavity occasionally and are 
often characterized by a higher transverse velocity compared 
to other particles that are transported through the interface. 
Therefore, quantifying E  solely based on the relatively high 
transverse velocities of MC and CM seems not representa-
tive for the time-averaged exchange flow. Moreover, even with 
this trajectory-based selection of the transverse velocities at 

the interface, multiple crossings of the trajectories of MC and 
CM remain included with the aforementioned methodology, 
as explained in section 5.2. To solve these complications, this 
paper presents a Lagrangian alternative to determine the mass 
exchange coefficient.

In analogy with the classical expression for k (= E/Ub), we 
define the (Lagrangian) mass exchange coefficient as the ratio 
between the mass exchanged between the cavity and main 
channel (∼ E ) and the mass supplied in the main channel 
from upstream (∼ Ub). In practice, our so-called kLagr is esti-
mated by classifying (counting) the 3D-PTV measured par-
ticles based on the presented classification methodology of 
section 5.3.1.

Following the Eulerian definition of the exchange velocity 
E (equation (6)), the mass being exchanged could be deter-
mined by counting all particles that cross Igeom. However, as 
explained in section  5.3.1, only the particles that belong to 
class MC and CM add to the net exchange, of which in this 
work only the particles in class MC are adopted to quantify 
kLagr. This choice for a single particle class avoids that both 
the in- and outflow are included and matches methodologi-
cally to the factor ½ in equation (6).

Figure 9.  Class distribution of the particle trajectories, in which for each class the total number of particles (first row) or crossings with 
Igeom (second row) is displayed in the corresponding bar.

Figure 10.  The Lagrangian mass exchange coefficient kLagr for different positions of Iexch, in which the best estimate is indicated in orange 
and the lower and upper bound are displayed in green and blue respectively. The gray area represents the uncertainty due to particle loss.
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For the mass supplied from upstream in the main channel, 
the amount of particles crossing Mus could seem a reasonable 
estimation. However, setting Mus as the sole selection crite-
rion for the particles representing main channel supply would 
make the probability of losing particles during tracking much 
more likely for class MC compared to the particles crossing 
Mus. To make the stringency of the imposed requirements for 
both groups comparable, the particles supplied from the main 
channel are defined as the particles crossing both Mus and Mds. 
If we assume that the probability of losing a particle during 
tracking is comparable between Mus  −  Mds and Mus  −  Igeom 
(both regions located in the main channel), setting a start and 
end section for every group minimizes the possible bias due to 
a different fraction being lost.

As a result, the basic definition for our Lagrangian mass 
exchange coefficient k0

Lagr becomes

k0
Lagr =

Mass exchanged
Mass supplied in the main channel

=
#MC
#Main� (8)

in which # denotes the amount of particles during the entire 
measurement period and ‘Main’ represents the particles 
crossing both Mus and Mds in the main channel.

As will be specified in section 5.3.4, a significant part of 
the possible exchange candidates (particles crossing Mus and 
Igeom) could not be classified for the current dataset because 
they became ‘Lost’ before crossing either Mds (MM) or Iexch 
(MC). Even though two crossing criteria (Mus and Mds) were 
set to estimate #Main to equalize the stringency of the selec-
tion criteria these unclassified particles result in a possible 
underestimation of the numerator compared to the denomi-
nator of equation (8). For this reason, we introduce a correc-
tion factor in equation (8), which represents the hypothesized 
fraction of the non-classified particles crossing Mus and Igeom 
that would have crossed Iexch in case of no particle loss:

kLagr =
#MC
#Main︸ ︷︷ ︸

ideal dataset

+
correction
#Main︸ ︷︷ ︸

with loss of particles

.
� (9)

For ‘the ideal dataset’, no particles are lost and all particles 
crossing Mus and Igeom are either categorized in class MC or 
MM, yielding correction factor of zero, thus k0

Lagr = kLagr. For 
actual experiments, however, loss of particles during tracking 
always occurs.

In this work, we estimate the net exchanged fraction of non-
classified particles by selecting those trajectories for which the 
end position is located within the cavity area (y > 0) and the 
end velocity is directed towards the cavity (v > 0). Moreover, 
a lower and upper bound are determined to get a feel for the 
uncertainty on this best estimate (i.e. corrected kLagr defined 
by equation (9)). The lower bound for kLagr is found by setting 
the correction factor equal to zero, thus assuming that all non-
classified trajectories crossing Mus and Igeom do not enter the 
cavity (MM). In contrast, considering that all non-classified 
particles will cross Iexch, and thus belong to MC, yields an 
upper bound for the correction factor and kLagr.

5.3.4.  Lagrangian results.  In this section, the relative distri-
bution of the different trajectory classes and the corresponding 

mass exchange coefficient kLagr will be presented for the cur
rent experiment. However, in this first application of our 
3D-PTV setup, the camera positions and seeding density were 
initially chosen to obtain a global view of the 3D flow in and 
around the cavity instead of acquiring long trajectories for 
the Lagrangian trajectory analysis. In this respect, a relatively 
large seeding density was used to accelerate the convergence 
of the time-averaged flow fields shown in figures  5 and 6. 
Moreover, the cameras were positioned to achieve a relatively 
large overlapping field of view (figure 1), such that the entire 
3D flow field could be reconstructed without repositioning the 
cameras. Although the post-processing routines described in 
section 3 were optimized to enhance the tracking efficiency, 
a significant fraction of all particles that crossed Igeom became 
lost during tracking. Over the entire measurement period 
of 120 s, approximately 2600 tracked particles passed the 
geometrical interface Igeom, of which for our choice of Iexch 
(y/W = 0.15) 70% could not be assigned to one of the four 
main trajectory classes. Similarly, approximately 800 possible 
exchange candidates crossed Mus and Igeom (equation (8)), of 
which 40% became lost during tracking before intersecting 
with Mds (MM) or Iexch (MC) for Iexch at y/W = 0.15.

The authors admit the potential bias caused by a possible 
different probability of loss depending on the particle tra-
jectory, and do not claim statistical convergence of the fol-
lowing Lagrangian quantitative results (in contrast with the 
time-averaged velocity fields of figures 5 and 6). Nonetheless, 
since this work is mainly intended to illustrate the potential of 
the suggested Lagrangian research methodology, preliminary 
results are presented hereafter.

Firstly, figure 9 displays the distribution of the particles 
over the four main trajectory classes for Iexch at y/W = 0.15, 
in which for each class the total number of particles as well as 
the number of times the particles cross Igeom is displayed (one 
‘zigzag’ counts for two crossings). The total number of parti-
cles/crossings over all four categories is indicated at the right 
hand side of each stacked bar graph. In spite of the significant 
fraction of particles that could not be classified, the relative 
fraction of particles belonging to class MM and CC (hatched 
area in figure 9) seems a first indication of the error made by 
the common Eulerian approach. Indeed, the Eulerian quanti-
fication of k integrates the transverse velocities of all particle 
trajectories crossing Igeom, even though the trajectory cross-
ings of MM and CC do not add to the net exchange. Note 
that complementary to figure  9, the appendix of this work 
presents the particle class distribution for a range of y/W  
positions of Iexch to indicate the influence of the chosen posi-
tion of Iexch.

Figure 10 gives for the current experiment the estimated 
kLagr (orange), as well as the lower bound (green) and upper 
bound (blue) in function of the chosen position of Iexch 
(y/W ). Setting Iexch further inside the cavity (increasing 
y/W ) strengthens the imposed requirements for MC and thus 
reduces the numerator of the first term in the right-hand side 
of equation (9), resulting in a decrease of kLagr. Nonetheless, 
it can be observed that the estimated kLagr remains almost 
constant for y/W > 0.12, being half of the suggested shear 
layer width δmax/L  = δmax/W = 0.23. Therefore, our choice 
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for Iexch at y/W = 0.15 seems appropriate to select the net 
exchanging particles, which gives a value of 0.020, 0.012 and 
0.025 for the best estimate, lower and upper bound of kLagr, 
respectively.

Not surprisingly, kLagr is less than half of the Eulerian kmean 
values found in section  5.2, which confirms our statement 
that the common transverse velocity method significantly 
overestimates the intensity of mass exchange. Moreover, our 
Lagrangian methodology avoids that the quantification of mass 
exchange is based on an ambiguous definition of the trans-
verse velocities at ‘the interface’. Compared to the large vari-
ation of the Eulerian kmean values depending on the integration 
plane and binning strategy (0.042–0.074), figure  10 shows 
that the only determining factor inherent to the Lagrangian 
methodology (i.e. the location of Iexch) has only little influence 
on the estimated kLagr.

We acknowledge the significant uncertainty on the esti-
mated kLagr (upper–lower bound), which is indicated in gray 
in figure  10. Nonetheless, even the upper bound of kLagr is 
significantly smaller than the Eulerian kmean values. Moreover, 
it can be assumed that fine-tuning the optical setup (camera 
arrangement) and seeding density of our 3D-PTV technique 
will facilitate the tracking for future experiments and reduce 
the amount of particles being lost. Finally, being applicable to 
even a suboptimal dataset, the results presented in this paper 
indicate the potential of the presented methodology.

6.  Conclusion

This paper has presented the design, validation and applica-
tion of a recent 3D-PTV setup, which was employed to study 
mass exchange in an open-channel flow past a lateral, square 
cavity using both an Eulerian and a Lagrangian research 
methodology. A multiplane 3D calibration technique and 
an advanced particle linking strategy were implemented to 
increase the accuracy and average length of the 3D particle 
trajectories. Both a static and dynamic experimental valida-
tion proved that the 3D-PTV setup allows for highly accurate 
3D positions and velocities.

The resulting 3D flow velocities were then used to obtain a 
better understanding of the 3D distribution of the in- and out-
flow between the cavity and the main stream. Analysis of the 
flow velocities at the geometrical interface showed that inflow 
mainly occurs at the downstream end of the cavity opening, 
concentrated near the bed, while the particles tend to leave the 
cavity more uniformly over the water depth in the upstream 
part of the interface.

An Eulerian approach was then applied to determine 
the (velocity-based) mass exchange coefficient, which is a 
lumped parameter that is usually considered representative for 
the time-averaged exchange intensity. This analysis confirmed 
earlier observations in the literature that the mass exchange 
coefficient is highly dependent on depth. Hence, determining 
the mass exchange coefficient from the transverse veloci-
ties (measured or calculated) in the geometrical interface 
at a given depth (2D approach) does not necessarily lead to 

representative indicator for the (depth-averaged) exchange of 
fluid and mass with the lateral embayment.

But even with a 3D Eulerian approach, one should be 
aware that the geometrical interface may not be the most suit-
able boundary to evaluate in- or outflow between the cavity 
and the main stream. In reality, the shear layer centerline first 
deflects into the cavity and is then ejected back into the main 
flow just upstream of the downstream corner, while also being 
characterized by fluctuating transverse velocities arising from 
the shear layer vortices. As a consequence, not all particles 
traversing the geometrical interface really contribute to the net 
exchange between the cavity and the main stream.

Therefore, a Lagrangian analysis of the particle trajectories 
was explored, in which a novel classification system allowed 
to identify the oscillating particles that do not add to the net 
exchange. Moreover, we proposed an alternative, Lagrangian 
definition of the mass exchange coefficient that is not affected 
by errors related to the fluctuating character of the particle 
trajectories near the interface. Even though the measurement 
conditions of the current experiment (initially chosen to obtain 
a global view of the 3D flow field in and around the cavity) 
appeared suboptimal for this Lagrangian trajectory analysis, 
the results presented in this paper suggest that our Lagrangian 
methodology has a large potential to reliably study mass 
exchange. Note that the presented trajectory classification and 
Lagrangian mass exchange coefficient are not only applicable 
to passive particle exchange, but can also be used to study 
non-passive particle (i.e. sediment-like) transport.

Future work will concentrate on the refinement of the 
3D-PTV setup (i.e. camera arrangement, seeding density, etc) 
to reduce the fraction of particles being lost during tracking, 
and as such reduce the uncertainty on the presented Lagrangian 
mass exchange results. Future experiments in a larger-scale 
setup will then be analyzed to present a more in-depth quantita-
tive comparison between the common (Eulerian) and alternative 
(Lagrangian) methodologies to quantify the mass exchange.
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Appendix.  Particle class distribution in function of 
y/W  position of Iexch

Complementary to figure 9 (Iexch at y/W = 0.15), this appendix 
presents the class distribution of the particle trajectories for dif-
ferent y-positions of Iexch. Figure A1 presents the total number 
(indicated as #) of particles of each trajectory class in function 
of the y/W  position of Iexch, while figure A2 gives the corre
sponding number of crossings with Igeom. Similarly as what 
was stated regarding figure 10, setting Iexch further inside the 
cavity (increasing y/W ) strengthens the imposed requirements 
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for MC, CM and CC which reduces the amount of particles 
that were assigned to that class. In contrast, setting the location 
of Iexch at higher y/W  reduces the stringency of the criterion 
for class MM which explains the increasing trend of the MM 
class. Especially for class MC and MC, the position of Iexch 
appears to have a non-negligible effect on the amount of par-
ticles categorized to that class. However, since for increasing 
y/W  also the total number of particles that could be classi-
fied (sum of all classes) is reduced, the decreasing number 
of particles of class MC and CM is almost certainly caused 
by an increase loss of particles during tracking. Moreover, it 
can be observed that the amount of particles and crossings 
of classes MM and CC (the zigzagging particle trajectories) 
remain almost constant for y/W > 0.12 (estimated extent of 
the mixing layer). Therefore, the chosen position y/W = 0.15 

used in this work seems an appropriate choice to distinguish 
the net exchange reliably.

Note that for future experiments, the optical setup (camera 
arrangement) and seeding density of the 3D-PTV technique 
will be fine-tuned to facilitate the measurement of long trajec-
tories and reduce the loss of particles during tracking. In that 
case, it can be assumed that the decreasing trend of class MC 
and CM with increasing y/W  will be mitigated, such that the 
sensitivity of the presented Lagrangian class distribution to 
the location of Iexch will be reduced.
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Figure A1.  Class distribution of the particle trajectories, in which for each class the total number of particles is displayed in function of the 
chosen y/W  position of Iexch.

Figure A2.  Class distribution of the particle trajectories, in which for each class the total number of crossings with Igeom is displayed in 
function of the chosen y/W  position of Iexch.
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