
Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

ISPECE 2019

Journal of Physics: Conference Series 1449 (2020) 012073

IOP Publishing

doi:10.1088/1742-6596/1449/1/012073

1

Research on Power User Intelligent Load Forecasting Method 

Based on Data State Drive  

Da Lv
1
, Jianjie Xue

2
, Yan Zhang

3
, Mengcong Tang

4
, Yannan Wu

5
, Qian Chen

6 

1Safety supervision department, State Grid Beijing Electric Power Company, Beijing, 

100075, China 

2Department of control center, State Grid Beijing Electric Power Company, Beijing, 

100075, China 

3Science and technology department, State Grid Beijing Electric Power Research 

Institute, Beijing, 100075, China 

4Department of control center, State Grid Beijing Electric Power Company, Beijing, 

100075, China 

5Department of control center, State Grid Beijing Electric Power Company, Beijing, 

100075, China 

6Department of Power grid center, State Grid Beijing Electric Power Research 

Institute, Beijing, 100075, China 

*Corresponding author’s e-mail: 779656332@qq.com 

Abstract. this paper proposed a variable input structure SVM prediction model based on state 

analysis. By identifying the key load characteristics in the load data and storing the load 

characteristics instead of the original load data, user load data can be realized more accurate 

and efficient. Based on the variable input structure SVM model of state analysis, the same state 

load is searched according to the results of state prediction in each period of the forecast day, 

and the same state historical load is used as the input factor of the model to predict. It 

effectively overcomes the interference of user power drift effect on load forecasting., and the 

forecasting accuracy is effectively improved. 

1. Overview 

With the large-scale installation of the intelligent meter of the power information collection system, 
the massive user load data generated has caused the "big data" problem in many fields such as data 

transmission, storage, processing and application. The data generated by the user side intelligent meter 

is usually transmitted to the data aggregator at the distribution transformer terminal through narrow 
band power line carrier communication, and then uploaded to the data center of the grid company by 

the data aggregator through 3G/4G communication means. Because of the limited bandwidth of 

narrow band power line carrier communication, when serval intelligent meters are transmitting data at 
the same time, it will cause channel collisions sometimes, so as to reduce the reliability of data 

communication [1]. Obviously, big data will also cause trouble to the storage and processing of data, it 

will increase data storage cost and processing time. In addition, the application of load data, such as 

load clustering [2-5], user classification [2, 5-9], load forecasting [10], and demand-side response [11-
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13], will significantly increase the computational time and complexity in large data volumes. 

Therefore, it is in urgent need of a precise and efficient load data processing method.  

On the other hand, the massive user load data collected by the smart meter makes it possible to 
analyse the electricity using behaviour of each user, making the previously invisible residents visible, 

and deriving a series of new applications in power systems with the user load data as the basis, so as to 

provide unprecedented insight into user behaviour in power systems. Load forecasting, as the most 
typical application of load data, helps us forecast the overall power system demand in advance. For 

example, the system load forecast helps us predict the change of demand of the whole system. The bus 

load forecast helps us predict the demand change of network nodes. Such a coarse-grained load 

forecast in the past can no longer meet the personalized application needs of the “big data era”. User 
load, as the "molecular" constituting the demand of the power system, the short term forecast of the 

user load is to predict the short term load curve of the user a few days ago, which can help us grasp the 

power demand changes of each household and each industry on a micro scale, thus laying the data 
foundation for a series of new user oriented applications such as the demand-side response, even 

“recognizing the whole through observation of the part” to restore the demand of the entire power 

system accumulatively, and improving the “insight” of the power system to reach the unprecedented 
“molecular level”. 

The traditional prediction model input factor construction strategy usually adopts the fixed input 

structure, that is, the time lag between the input factor and the output (usually a multiple of the load 

time period, such as 24h, 48h, ..., 168h and so on) is fixed, and will not change as the time. This is 
very effective for the rather regular forecasting object of system load, because the system load 

rise/peak/fall/valley occurrence time varies little in different days, and the fixed time lag makes the 

historical load in the same or similar status with the forecasting load as the input factor of the 
predication model, which can effectively improve the prediction accuracy. However, as to the 

predication object with high uncertainty, due to the uncertainty of the occurrence time and end time of 

different events on the different days, if the prediction model of the fixed input structure is still 

adopted, it will cause that the historical load in different status with the forecasting load becomes the 
input factor of the prediction model, which is an interference for the load forecasting on the contrary.  

In order to solve the problems of huge user load data volume and failed traditional predication 

model, this paper proposes an SVM prediction model construction strategy (VISVM) with the variable 
input structure to perform user short term load forecasting. This paper puts forward the distribution 

modelling and status analysis methods of user load, and constructs the user load status matrix. In the 

aspect of user load forecasting, based on the user load status matrix as well, the status of the user in 
various periods of the forecasting day can be predicated, the predication model constructing strategy 

of the variable input structure is proposed. The strategy searches the same status load of the 

historically similar periods according to the status forecasting result of various periods in the 

forecasting day, and the historical load of the same status is used as the model input factor for 
forecasting. Compared with the traditional forecasting method of fixed input structure, VISVM 

method screens the same state load as the input, avoiding putting loads of different statuses into the 

model, thus interfering with the forecasting. Furthermore, it enhances the correlation between model 
input and forecast, so as to effectively improve the forecasting accuracy. 

2. Basic concept and method 

The VISVM method of the load prediction method proposed in this paper is based on the user load 
state matrix, as shown in the method framework of Figure 1. 

For user load forecasting, the VISVM method searches for the historical load in the same state in 

the day to be predicted based on the user historical load state matrix and sends it as an input data to the 

SVM model, which can be divided into six steps of A-B and G-J. The four steps of G-J respectively 
complete state forecasting, input factor heuristic search, SVM training, and SVM forecasting. 
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Figure 1. Method framework 

3. User load characteristics and distribution modelling 

3.1. Residential load characteristics 

currently, smart meters widely used in the industry usually record the user's power consumption every 

30 minutes at a sampling rate of 30 minutes. The residential load has two characteristics. First, the 
difference in electricity consumption recorded for two consecutive periods is usually small. Second, 

the statistical results of a large amount of data show that the residential load obeys the generalized 

extreme value distribution (GEV). 

The “continuous small difference” characteristic of the residential load refers to the residential 
electricity consumption recorded for two consecutive periods, and the difference between them is 

usually negligible compared with the peak value of the electricity consumption on the current day. 

This feature was first discovered and proposed by the literature [1] in the residential load data at 1 s 
sampling interval. Here, we confirm this characteristic in the residential load data of the 30 min 

sampling interval and propose that the lower the residential load level, the more significant this 

characteristic. 

The analysed residential load data was derived from the Sustainable Energy Authority of Ireland 
(SEAI) [14], which published the entire data set (user anonymity) of the Irish Smart Meter Pilot 

Project from 2009 to 2010 online. The data set contains more than 5,000 households and industrial & 

commercial user loads.  Users participating in the pilot are obtained through rigorous selection and 
recruitment to ensure that these users are typical, and their power consumption curve can reflect the 

characteristics of the electricity consumption curve of users across the country [15]. The sampling 

interval for the Irish Smart Meter pilot data is 30 min. In order to evaluate the proportion of load 
sampling points with the "continuous small difference" characteristic, the continuous difference of 

each resident user in the Irish data set is statistically analysed here. 
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As shown in Fig. 2, for the cumulative probability distribution of the continuous difference rate of a 

typical user #1008 in the pilot project, the horizontal axis shows the continuous difference rate, and the 

vertical axis shows the cumulative probability, indicating that the continuous difference rate is smaller 
than the percentage of load points for the continuous difference rate set on horizontal axis. The 

continuous difference rate 𝑟𝑛,𝑡 represents the ratio of the load continuous difference to the load peak 

value at the t time on the n day, and the calculation formula is as follows 

𝑟𝑛,𝑡 =
𝑃𝑛,𝑡−𝑃𝑛,𝑡−1

𝑃𝑛,𝑚𝑎𝑥
                                                                (1) 

Wherein, 𝑃𝑛,𝑡 is the load of the time period t on the day n, 𝑃𝑛,𝑡−1 is the load of the time period 𝑡 −
1 on the  day n, 𝑃𝑛,𝑚𝑎𝑥  is the peak load value of on the day n. 

 

Figure 2. Cumulative probability distribution of continuous difference rate of residential users 

#1008 

As shown by the Fig 2 blue curve, the 70% continuous difference rate for residential user #1008 is 

less than 10%, which means that the 70% continuous difference is less than 10% of the daily load. If 
the daily load error of 10% is ignored, the continuous small difference characteristic also means that 

70% of the load values in the daily load curve of the residents are the same. This feature is extremely 

advantageous for residential load data processing because it shows that most of the residential load 

data are similar, using the same load data value to sub-divide the largest tiny residential load data. 
If only the sampling points with load levels less than 50% of the daily load peak are counted, the 

green curve in Figure 2 shows that the probability of a continuous difference rate of less than 10% 

rises to 78%. The red curve in Figure 2 shows that if the statistical load level drops to 10% of the daily 
load peak, the probability increases to 95%. This shows that the lower the resident load level, the more 

significant the continuous small difference characteristic. This phenomenon indicates that for the daily 

load curve of residents, the lower the load level, the smaller the load value between adjacent points, 

the more stable the load, and the higher the load level, the between adjacent points. The larger the load 
value changes, the more the load becomes unstable. 

3.2. User load distribution modelling 

The GMM model is a mixed distribution model that can be used to uniformly model data from 
different distributions. The probability density function of a mixed distribution (PDF) can be 

expressed as a weighted sum of a series of known limited PDFs (usually normal distributions, but also 

other distributions). For a GMM model containing K finite distributions 𝑓𝑘(), the probability density 
of the load x under the model is as follows: 

𝑓(𝑥; 𝛹) = ∑ 𝜆𝑘𝑓𝑘(𝑥; 𝜃𝑘)𝐾
𝑘=1                                                   (2) 

Wherein, 𝜆𝑘 is the weight of the finite distribution 𝑓𝑘(), Ψ is all parameters of the GMM model, 𝜃𝑘 

is the parameter of the k finite distribution 𝑓𝑘(), and 𝑓𝑘(𝑥; 𝜃𝑘) is the probability density of x belongs to 

the k finite distribution 𝑓𝑘() , 𝜆𝑘𝑓𝑘(𝑥; 𝜃𝑘) is the weighted probability density, and 𝑓(𝑥; Ψ)  is the 
probability density of x belonging to the GMM model. Since the probability density integral of the 

mixed distribution is 1, the sum of the weights is also equal to 1, as shown in equation (3): 

∑ 𝜆𝑘
𝐾
𝑘=1 = 1                                                                    (3) 
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In the case that the load x, the finite distribution 𝑓𝑘(), and the distributions number K are known, 

𝜆𝑘 can be solved by the Expectation Maximum (EM). The class k with the largest posterior probability 

is selected as the classification of P, and the 1-posterior probability P belongs to the risk of the class k. 
The decision of K can be increased from K=2, and the minimum K value whose risk sum is less than 

the threshold β is selected as the optimal K value 

4. Variable input structure support vector machine prediction model based on state analysis 

The broadcasting model of a fixed input structure means that the input factors of the model are fixed. 

Due to the drift, inertia and re-entry characteristics of residential electricity, it may cause the 

difference for residents to use the power state (ground state/excited state) on the day of the forecast 

and the historical day. Since the residential load of different states is very large, if the traditional fixed 
input structure prediction model is adopted, the historical load opposite to the predicted daily power 

consumption state will be input into the prediction model, which will cause interference to the load 

prediction. 
In this section, a variable input structure SVM prediction model based on state analysis is proposed, 

and is different from the fixed input structure prediction model, the input factors of the SVM 

prediction model constructed by this method are variable, and the relevant factors are obtained through 

heuristic search, which makes the input factors of the model to be most relevant to predictive objects. 
This strategy can cope with the prediction scenarios in which the prediction object has a high degree 

of uncertainty, ensuring that the input of the prediction model does not interfere with the prediction. 

4.1. User load status prediction 
The resident load status is more easily affected by the type of day, therefore, when the resident load 

status is statistic, a sub-day type is required. Because the resident load state has a significant "near-

large and small" effect, the correlation coefficient with the historical load state is generally high, and 
the correlation coefficient with the historical load state is low. When counting the resident load status, 

it should also consider the recent Historical load status. Based on these two principles, this paper 

proposes a statistical method for the near-day load state using the day-of-day type, and gives a 

probability estimate of the load state to be predicted. 
First, the number of statistical dates m in the recent days and the number of statistical dates d on the 

same type date are selected, and the number of statistical dates is m + d days. If the forecasting date is 

F, then the number of days before the m day, that is, F-1, F-2, ..., F-m, is counted as the relevant 
recent date. In the period of 7, the same number of days of the same type are successively forward, 

that is, F-7, F-2×7, ... F-d×7. 

The residential load state of the above m + d day t period is composed of a historical state vector 

𝑆𝐻 = [𝑆𝐹−1,𝑡  𝑆𝐹−2,𝑡  … 𝑆𝐹−𝑚,𝑡  𝑆𝐹−7,𝑡  𝑆𝐹−2×7,𝑡  𝑆𝐹−𝑑×7,𝑡] . There are many possible values for this 

historical state vector, and the conditional probability that 𝑆𝐹,𝑡 takes 0 and 1 for each value is counted. 

If the conditional probability that 𝑆𝐹,𝑡  takes 0 is greater than the conditional probability of taking 1, 

then 𝑆𝐹,𝑡  is taken as 0, and vice versa. 

4.2. Forecasting model of the fixed input structure 

As shown in Fig. 3, the forecasting model of the fixed input structure has a fixed time-delay 
relationship between the input related factors and the output. For example, if the occurrence time of 

the output amount y is t, the difference ∆𝑡𝑖 = 𝑡 − 𝑡𝑖  between the occurrence times 𝑡𝑖  and 𝑡0 of the 

respective input quantities 𝑥𝑖  is a fixed value τ, as shown in (4) 

∆𝑡𝑖 ≡ 𝜏                                                                        (4) 
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Figure 3. SVM model of a fixed input structure 

4.3. Support vector machine forecasting model for variable input structure 
In the forecasting model of the variable input structure, there is no fixed time-delay relationship 

between the input factor and the output, that is, the difference ∆𝑡𝑖 = 𝑡 − 𝑡𝑖 between the occurrence 

time t for the output y and the occurrence time 𝑡𝑖 for input factor 𝑥𝑖 is variable. For the forecasting 

model of the variable input structure, the occurrence time 𝑡𝑖  of the input correlation factor is not 
selected according to the fixed time-delay relationship, but according to their correlation relationship 

to determine  the occurrence time 𝑡𝑖 of the input factor, that is, for the occurrence time 𝑡𝑖 of the input 

factor 𝑥𝑖 ,𝑦(𝑡) must be most relevant to 𝑥𝑖(𝑡𝑖). 
The user load forecasting model based on the variable input structure is mainly different from the 

user load forecasting model of the fixed input structure in the selection of historical load. According to 

the prediction model definition of the variable input structure, the historical load of the input is filtered 

according to the degree of correlation, so that it is most relevant to the daily load to be predicted, and 
the prediction model of the fixed input structure is selected according to the fixed time lag period, 

because the user load has High uncertainty, the historical load is chosen according to a fixed time lag 

period, and the correlation between output and input factors cannot be guaranteed. Therefore, the user 
load prediction model of the variable input structure is more advanced in the prediction principle than 

the user load prediction model of the fixed input structure. According to the above analysis, a practical 

user input prediction model framework with variable input structure is proposed as follows: 

SVM model ,n tP

1-1,n tP

2-2,n tP

- , mn m tP

Load in time interval t of 

day n

 

nearest adjacent state of Load in 

day n-1

nearest adjacent state of Load in 

day n-2

nearest adjacent state of Load in 

day n-m

 

Figure 4. SVM model of variable input structure 

Regarding how to find the historical load most relevant to the daily load to be predicted, the nearest 

neighboring state selection method is proposed here. It can be known from the "user load status 

statistics" that the load state of the user in each period of the day to be predicted can be obtained by 
statistical methods. Therefore, it is only necessary to find the historical day n and the period load  

𝑡near which is the same with the load state 𝑆𝑛,𝑡  at the time t on the day n of the day to be predicted., so 

𝑡𝑛𝑒𝑎𝑟 − 𝑡 = 𝑚𝑖𝑛
𝑆ℎ,𝑡ℎ

=𝑆𝑛,𝑡

(𝑡ℎ − 𝑡)                                                (5) 
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5. Case analysis 

5.1. database 

The databases come from the Irish smart meter pilot data released by SEAI. The database covers a 
total of 4,225 users. The recording period is 536 days from July 14, 2009, to December 31, 2010. The 

sampling frequency is 30 minutes. 48 points of load data per day was recorded for a single user. The 

database is stored in double precision floating point numbers. The single-family household needs 
48×8=384 bytes in a single day, and the total data volume is 829.32 MB. 

5.2. Prediction results 

Based on the processed Irish dataset, the variable input structure SVM prediction model is used to 

predict the short-term load of the user. The training period is from August 2, 2009, to August 1, 2010, 
and the forecasting period is August 2, 2010. On August 29, 2010, the forecasting method is the 

current popular load forecasting method SVM. The SVM prediction model of the fixed input structure 

and the SVM prediction model of the variable input structure are respectively constructed for the three 
methods, and the prediction accuracy is compared. The effect of the structured SVM prediction model 

of the variable input on prediction accuracy is analysed. 

Figure 5 shows the average prediction error (MPPE) of the randomly selected 20 users applying the 
fixed input structure SVM and the variable input structure SVM model. It can be seen that the SVM 

model MPPE value of the variable input structure is significantly lower than the fixed input structure 

SVM. Table 1 shows the average prediction accuracy of 4225 users, with a fixed input structure SVM 

of 18.21% and a variable input structure SVM of 18.04%, which is 0.17% lower than the fixed input 
structure. 

 
Figure 5. average prediction error of the 20 user 

Figure 6 is a comparison of the prediction results of the typical user #1008 for the variable input 

structure SVM and the fixed input structure SVM. The predicted date is August 2nd. The solid line in 
the figure is the actual load, the dotted line is the fixed input structure SVM prediction result, and the 

broken line indicates the predicted result of the variable input structure SVM. It can be seen that the 

variable input structure SVM and the fixed input structure have similar prediction performances at the 
valley load, and the difference between the two is not large, but in the peak load period, the prediction 

result of the variable input structure SVM model is closer to the actual load. The peak load of the user 

occurred at 15:00 in the afternoon, the peak load level was 3.137 kW, the predicted result of the 

variable input structure SVM model was 2.328 kW, and the predicted result of the fixed input structure 
SVM model was only 0.223 kW, which is far apart from the actual peak load. This is because the 

variable input structure SVM model, by selecting the same state load as input, avoids the interference 

caused by the load input of different states into the model, and enhances the correlation between the 
model input and the predicted amount, thereby effectively improving the prediction accuracy. 
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Table 1. Comparison of prediction accuracy of 4225 households 

Forecasting method Average Prediction Error（MPPE） 

Fixed input structure SVM 18.21% 

Variable input structure SVM 18.04% 

 
Figure 6. the prediction results of the typical user #1008 (August 2) 

6. conclusion 

This paper proposes a variable input structure SVM prediction model based on state analysis. By 

identifying the key load characteristics in the load data and storing the load characteristics instead of 

the original load data, the accurate and efficient processing of the user load data is realized. The 
variable input structure SVM model based on the state analysed searches the same state load in similar 

period according to the state prediction result of each period of the forecast day and takes the same 

state load of the historical period as a model input factor to predict, effectively overcoming the 
interference caused by the user's power drift effect to load forecasting, also effectively improves the 

prediction accuracy. 

The results of the example show that the method of this paper for the 4225 user load data in the 
Irish smart meter test has the advantages of simplicity, high efficiency, and remarkable effect. The 

average reconstruction error is only 5.57% of the daily peak load, and the average prediction accuracy 

for 28 days in succession is increased by 0.17%. 
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