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Abstract. This paper demonstrated that active contour based on points evolution is not suitable 

for Objects with blurring boundary segmentation. In irregular areas adjacent points have 

similar motion trends trapped into ’piles phenomena’. Level set should be preferred in practice. 

Whereas, classic level set lacks of perception in distance especially narrow and abnormal 

region. Consequently, we reported an algorithm localized level set that is able to improve 

accuracy. Meanwhile, in cases lost boundary of bone, we gave a strategy called edge 

compensation. Depending on shapes of neighborhood slices, defective section is estimated and 

restored effectively. Our experiments showed that the algorithm localized level set increases 

segmental quality with precision 99.74%. Additionally, it could not only rectify mistakes 

brought by incorrect initialization but also have a robust performance to overcome local region 

with highly inhomogeneous intensity.  

1.Introduction 

Semantic image segmentation is the process of turning an input image into a raster map, by assigning 

every pixel to an object class from a predefined class nomenclature. Automatic semantic segmentation 

has been a fundamental problem of remote sensing data analysis for many years [1-3]. In recent years 

there has been a growing interest to perform semantic segmentation also in urban areas, using 
conventional aerial images or even image data recorded from low-flying drones. Images at such high 

resolution (GSD 5–30 cm) have quite different properties. Intricate spatial details emerge like for 

instance road markings, roof tiles or individual branches of trees, which increase the spectral 
variability within an object class. The spectral resolution of sensors is limited to three or four broad 

bands so spectral material signatures are less distinctive. Hence, a large portion of the semantic 

information is encoded in the image texture rather than the individual pixel intensities, and much effort 

has gone into extracting features from the raw images that make the class information explicit. 
Manual segmentation slice by slice costs unacceptable amount of time, nearly 8-10 hours per image 

[10]. Semi-automatic or fully automatic methods are necessary as soon as possible. Few features 

influence fully automatic methods negatively [11]. Therefore, researchers pay more attentions on 
interactive segmentations like random walk [12], active contour [13], level set [14] and etc. Relying on 

initial mark, result shows more attractive and stable. This paper mainly focuses on segmentation of 

Objects with blurring boundary. 
In segmentation of Objects with blurring boundary, relatively smaller number of papers are 

published. Some difficulties lead to: 1. great variations of Objects with blurring boundary anatomy in 

individual; 2. irregularity of Objects with blurring boundary boundary; 3. extreme inhomogeneity of 
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intensity inside cavity; 4. lost boundary destroyed by tumor. Most of papers only report their progress 

under fine condition of Objects with blurring boundary. In fact, they cannot be carried out in clinics. 

[15, 16] presented algorithms based on thresholding of extracting bones. Great variation of 
intensity makes it impossible to get an ideal result. Same problem comes into others for Objects with 

blurring boundary like region growing [17, 18, 19, 20, 21, 22]. [23] designed anisotropic localized 

active contour to refine coarse segmentation. For increasing significant features, some papers proposed 
to set up a statistical volumetric model as reference by PCA analysis. [24, 25, 26] combined the 

statistical shape into active contour process. Shape information was regarded as the crucial 

consideration of decision how to evolve. However, great changes of anatomical structure lead to 

undesirable results. Besides, with experiment and mathematical deduction we proved active contour 
based on points evolution runs incompetent within Objects with blurring boundary. Related details 

will be discussed later. 

Localized level set method was reported in this study, which derives from real curve evolution and 
avoids ’piles’. Furthermore, localized level set was adopted for refinement after coarse segmentation, 

as if extra longer antennas would help to detect larger and interesting local regions. At last, we 

submitted an edge compensation strategy, in case when part of boundary is destroyed by tumor [27]. 
On evaluations, it was proved that our proposed method obviously has superior performances under 

possible conditions of Objects with blurring boundary. 

2.Localized level set 

For more accuracy, a refinement strategy is required.  set up a model with distance regularization ([20]) 
- ([22]): 

                                                𝜀(𝜙) = 𝜇𝑅𝑝(𝜙) + 𝜆𝐿𝑔(𝜙) + 𝛼𝐴𝑔(𝜙)                                             (1) 

𝐿𝑔(𝜙) ≜ ∫ 𝑔
𝛺

𝛿(𝜙)|∇𝜙|𝑑𝐗                                               (2) 

𝐴𝑔(𝜙) ≜ ∫ 𝑔
𝛺

𝐻(−𝜙)𝑑𝐗                                              (3) 

where ([22]) considers global region and speeds process of walking toward boundary. However, there 

is a restriction in ([20]). When zero level set locates in narrow and irregular area, it has difficulty to 
arrive in the boundary of long distance. ([21]) runs inside a only 8-neighborhood, as a result curve has 

been attracted by edge nearby at first. In order to resolve this trouble, we introduced localized level set 

method ([23]) that takes global and local region information into account simultaneously, which 
assists zero level set to escape from trapped area and improves accuracy. 

𝜀(𝜙) = 𝜇𝑅𝑝(𝜙) + 𝜆𝐿𝑔(𝜙) + 𝛽𝐵𝑔(𝜙) 

𝐵𝑔(𝜙) describes difference between a point’s interior and exterior. It looks like Chen-Vase model, 

but ([23]) refers sum of every point’s 𝐵𝑔(𝜙) on curve. Here we ignore item 𝐴𝑔(𝜙)  ([20]), since 

refinement has no demand for accelerating. To build a point’s local interior or exterior we have a 

reference by: 

𝑅𝑒𝑔𝑖𝑜𝑛(𝑥, 𝑦) = {
1, ∥∥𝑥 − 𝑦∥∥ ≤ 𝑟
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

If 𝑦 point is within radius r centered at 𝑥, we believe 𝑦 locates in region of 𝑥. A point’s interior 
contains the part of ball region inside its curve, exterior vice versa. Localized level set based on 

follows gradient flow: 
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𝜕𝜙

𝜕𝑡
= 𝜇[△ 𝜙 − 𝑑𝑖𝑣(

∇𝜙

|∇𝜙|
)] + 𝜆𝛿(𝜙)𝑑𝑖𝑣(𝑔

∇𝜙

|∇𝜙|
)

+𝛽𝛿𝜙(𝑥)∫ 𝑅
𝛺𝑦

𝑒𝑔𝑖𝑜𝑛(𝑥, 𝑦)𝛿𝜙(𝑦)

⋅ (
(𝐼(𝑦) − 𝑢𝑥)

2

𝐴𝑢
−
(𝐼(𝑦) − 𝑣𝑥)

2

𝐴𝑣
)𝑑𝑦

 

where 𝑢𝑥  and 𝑣𝑥  indicate a point’s mean intensity of local interior and exterior respectively. 𝐴𝑢 and 

𝐴𝑣 give areas of one point’s interior and exterior by: 

𝐴𝑢 = ∫ 𝑅
𝛺𝑦

𝑒𝑔𝑖𝑜𝑛(𝑥, 𝑦) ⋅ 𝐻𝜙(𝑦)𝑑𝑦 

𝐴𝑣 = ∫ 𝑅
𝛺𝑦

𝑒𝑔𝑖𝑜𝑛(𝑥, 𝑦) ⋅ (1 − 𝐻𝜙(𝑦))𝑑𝑦 

With ([26]), minimum of ([23]) is obtained when interior and exterior of every point have 

maximum difference as far as possible. Experiments showed that localized level set cannot only give a 
improvement for irregular boundary, but hold a ability to repair faults resulting from incorrect 

initialization. What proved more excited is that it enables curve to jump out of areas with highly 

inhomogeneous intensity. In contrast, traditional solution lived on regulating coefficients. 

3.Edge compensation 

In usual, clinicians face massive sets of slices with tumor or related diseases. In visualization, they 

cause intensity shake tremendously which invokes sheltered boundary frequently, illustrated in Fig. 1. 

Definitely, lack of edge indicator leads to failed segmentation seriously, seen in Fig .1. For 
improvement, we proposed a novel strategy edge compensation capable of repairing lost edges in 

Objects with blurring boundary. 

 

Figure 1. Objects with blurring boundary with sheltered boundary 

Low rank gets used to describe row or column vectors correlation and more popular recently in 
image processing, for example matrix completion, robust PCA moving detection, and etc. In our 

research, we give a vector 
{𝑥1 ⋯ 𝑥𝑛 𝑦1 ⋯ 𝑦𝑛} 
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to express shape of a curve 𝐶𝑛 . If matrix {𝐶1 𝐶2 ⋯ 𝐶𝑛}
𝑇 has a low rank, this group of curves is 

provided with a similar shape.  imported this idea to reshape noisy ultrasound image. To incomplete 

Objects with blurring boundary, edge compensation depends on regularizing localized level set ([23]) 
with nuclear norm: 

min
𝐗
𝐹(𝐗) + 𝜆𝑅(𝐗) 

where 𝐹(𝐗) is a functional ([23]) and 𝑅(𝐗) corresponds to a convex but nonsmooth penalty of shapes 

nuclear norm. In convention, nonsmooth results in infeasible optimization. However, if 𝐹(𝐗)  is 
differentiable with Lipschitz continuous gradient, the objective could be transformed as another form: 

𝐐𝑢(𝐗, 𝐗
′) =

𝜇

2 ∥
∥
∥
𝐗 − [𝐗′ −

1

𝜇
∇𝐅(𝐗′)]

∥
∥
∥

𝐹

2

+ 𝜆𝑅(𝐗) 

([30]) is an approximation for ([29]) with a quadratic polynomial in local domain, which seems 

interpreted as a kind of Taylor series expansion. Therefore, we are able to find minimum locally. By 
iterations, the first item in ([29]) could be resolved easily. Accordingly, objective has been changed to 

another problem: 

min
𝐗

1

2
∥𝐗 − 𝐙∥𝐹

2 +
𝜆

𝜇
∥𝐗∥∗ 

where 𝐙 = 𝐗𝑘 −
1

𝜇
∇𝐅(𝐗𝑘).  introduced a singular value thresholding operator ([33]) to update ([32]) 

followed by 

𝐃𝛼(𝐙) = ∑ (

𝑖=1

𝑚𝑖𝑛(𝑚,𝑛)

𝜎𝑖 − 𝛼)+𝐮𝐢𝐯𝐢
𝑇 

𝐗𝑘+1 = 𝐃𝜆
𝜇

(𝐗𝑘 −
1

𝜇
∇𝐹(𝐗𝑘)) 

𝐮𝐢 and 𝐯𝐢 are left and right singular vectors of 𝐙, and ([34]) is the update rule of ([29]). In practice, we 
require neighborhood slices clear boundaries, which give edge compensation a powerful reference. 

 

Figure 2. Procedure of edge compensation in refinement after Level Set evolution 

4. Results and discussion 

4.1 Evaluation measure 

The manual segmentations of the Objects with blurring boundary were performed by five clinicians 
with more than 8 year experience. There is a quantitative evaluation for performance, which contains 

dice coefficient (DC), precision, recall and F-score four indexes. All of them depend on four 
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coefficients: true-positive (TP), false-positive (FP), true-negative (TN) and false-negative(FN). 

Certainly, we wish that methods would have low FP and FN. Higher DC, precision, recall and F-score 

mean a wonderful performance. 

4.2 Evaluation of localized level set in refinement 

We introduced algorithms to join our evaluation for comparison with our proposed method.  

specialized in segmentation of Objects with blurring boundary recently and are classic representatives 
in medical image segmentation. 

 

Figure 3. Results of level set with or without localized feature  

It is known that plenty of Objects with blurring boundary are filled with pus or tumor Fig. 6(a). In 

visualization, intensity inside cavity is no longer close to zero but presents inhomogeneous. Although 

boundary is clear, there are gradient blurring disturbances so that traditional methods may stop far 
away Fig. 3. If we adjust control coefficients, it is possible to resolve this problem in certain image. 

However, inhomogeneity runs stochastic, and same parameters never sail all the time. Encouraged 

grows that localized level set succeeds to jump out of influenced area when considering distributions 
of gray in distance, shown in Fig. 6(c).  have an important prerequisite: deformable registration. But 

varied intensity has to bring a incredible one. In part points of curve tend to be caught inside blurring 

region of high gradient and usually cause errors. Fig. 6(c) illustrates a case of proposed method. 

At last, localized level set is also able to rectify faults brought by incorrect initial contour. Objects 
with blurring boundary segmentation serves 3D reconstruction for pre-surgical plan or FESS real-time 

location. Initial contour slice by slice with hands is too cumbersome. Automatic generation consults 

manual initializations on fore-and-aft slices. Sometimes because of abnormal variation, it probably 
provides incorrect estimation, so that they may be dragged by objects nearby or stand still In this 

situation, localized level set can repair overflowed segmentation as what we wish. Though it has 

similar effects, character of evolution on points indicates a low performance. 
In metrics of recall, as the defect of curve evolution based on points, Chan-Vese, and performed 

not very well. Better cases belonged to owing to priori knowledge of shape, where it believed some 

areas should be what they wanted. Unfortunately, fault judgments frequently resulted in low precision 

or F-score. Nevertheless, our method focuses both ’global’ and ’local’ region. When quickly 
approaches edge, it makes efforts of refinement in neighbor area and acquires an acceptable 

segmentation. Radius of local region 𝑟  plays an important role. As mentioned, it has three great 

potentials. In aspect of a larger 𝑟, ([26]) considers distant gradient to decide how to evolve. However, 

overlarge radius provides redundant information out of valid surroundings. In fact, a smaller 𝑟 is able 

to modify overflowed curve. When error points near edge start to be drawn, subsequent points follow 

previous ones’ motion. A butterfly effect happens. But smaller one can not help other two destinations. 

Figure. [radius] shows 𝑟  impactions on three objectives. For every target we took 20 subjects in 

experiments with different 𝑟 . Their performances were evaluated by F-score. According to three 

indicators, we preferred 20 as 𝑟 at last. 
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Figure 4. Effect of 𝑟 in performance. Quantitative evaluation was done under three objectives: 

precision, rectification of incorrect initialization and inhomogeneous intensity. Evaluated standard 

selects F-score. 

Objects with blurring boundary lose part of boundary by tumor intervention that causes failed 

segmentation. We have discussed this phenomena in Fig. 9. With edge compensation algorithm, 

references of neighborhood shapes provide a shortcut to restore. Figure.[com] is one of experiments 
and edge compensation strictly complies with rule proposed in Fig. 9. 

5. Conclusion 

This paper contributes several works to Objects with blurring boundary segmentation. At first, we 

demonstrate active contour based on points evolution cannot be suitable in irregular region. Level set 
should be preferred at this topic but has some limitations. Therefore localized level set has been 

proposed, which is able to consider intensity distribution in distance. This optimization cannot only 

increase accuracy of segmentation, but also repair faults resulting from incorrect initialization and 
inhomogeneous area. At last, most cases are involved in edge loss that leads to unfeasibility of almost 

segmentation methods. An edge compensation algorithm is presented to restore boundary part 

sheltered by tumor. The algorithm belongs to a low rank application for group of shapes similarity. In 
the experiment, statistics indicates strong superiority and stability in our method, while one without 

cannot be carried out in clinics at all. 

There are some limitations. In some cases, air and tumor blend in Objects with blurring boundary 

cavity. Enormous gradient changes easily produce fake edge. Because of stochasticity, no one knows 
where and when it happens. So even localized or compensation idea could not work. We need more 

features like location of Objects with blurring boundary, tumor intensity to train our model. More, 

volume similarity or compensation will be another future work. 
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