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Using ab initio density functional theory calculations, we explore the three most stable structural phases, namely, α ,
β , and cubic (c) phases, of two-dimensional (2D) antimonene, as well as its isoelectronic counterparts SnTe and InI. We
find that the band gap increases monotonically from Sb to SnTe to InI along with an increase in ionicity, independent of the
structural phases. The band gaps of this material family cover the entire visible-light energy spectrum, ranging from 0.26 eV
to 3.37 eV, rendering them promising candidates for optoelectronic applications. Meanwhile, band-edge positions of these
materials are explored and all three types of band alignments can be achieved through properly combining antimonene with
its isoelectronic counterparts to form heterostructures. The richness in electronic properties for this isoelectronic material
family sheds light on possibilities to tailor the fundamental band gap of antimonene via lateral alloying or forming vertical
heterostructures.
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1. Introduction
Since the discovery of graphene[1] in 2004, two-

dimensional (2D) materials have attracted tremendous re-
search efforts in both theory and experiment due to their
fundamental novelty and technological importance. Appli-
cations of the 2D materials are found in a broad field, in-
cluding field effect transistors, electrocatalysts, optoelectron-
ics, spintronics, and so on, which in general require a tun-
able band gap, high carrier mobility, and excellent chemi-
cal stability. Along the journey of chasing for a “magic”
material satisfying the aforementioned requirements, the 2D
family has largely expanded and now includes graphene
and its group-IV counterparts (silicene, germanene), tran-
sition metal dichalcogenides (TMDs),[2–6] transition metal
monochalcogenides,[7–9] phosphorene[10–15] and its group-
V counterparts antimonene and arsenene,[16–18] and many
others.[19] In addition, the success in patterning heterostruc-
tures by using distinct 2D materials[20] has further enlarged
the 2D family. Searching for systems with small lattice mis-
match but different electronic properties is essential to achieve

such heterostructures, which can not only enrich the 2D fam-
ily, but also increase the tunability.

Recently, isoelectronic materials design has been pro-
posed to search for systems with similarity in both struc-
ture and electronic structure.[21] It has been successfully ap-
plied to phosphorene, a promising 2D semiconductor with
high mobility and high on/off ratio, leading to the discov-
ery of 2D arsenene,[17] antimonene,[22] and SiS.[21] In this
way, the structural and electronic properties of the phospho-
rene isoelectronic family have been largely enriched. Espe-
cially, monolayer antimonene,[22–24] a member of phospho-
rene isoelectronic family, has been successfully synthesized,
which even shows superior electronic properties and chemi-
cal stability over phosphorene. We believe that, along with
the naturally existing InI and SnTe – the isoelectronic coun-
terpart of antimonene, it is very likely to tailor 2D antimonene
with high tunability via isoelectronic alloying or heterostruc-
ture patterning with them. Therefore, it is critical to under-
stand the subtlety between the isoelectronic systems for the
controllable functionality design based on 2D antimonene.
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Previous experimental and theoretical studies have shown
that group-V elemental materials and their isoelectronic coun-
terparts can crystallize in three typical structural phases,
namely, α , β , and cubic (c) phases, as illustrated in Fig. 1. For
example, the α-phase of the space group Pmn21 is energeti-
cally the most favorable for phosphorene,[25] the β -phase in
the space group P3m1 is more preferable over other phases for
both arsenene and antimonene,[22] and the most stable phase
for monolayer InI[26] is the c-phase of P4/nmm. In the present
work, we have thoroughly explored the structure and elec-
tronic structure of antimonene and its isoelectronic counter-

parts (SnTe and InI) in all the three phases, and the tunabil-
ity of 2D antimonene by means of isoelectronic alloying or
heterostructure patterning among them, using hybrid density
functional calculations and screening genetic algorithm. The
computational method is described in Section 2. Then, we
discuss the relative structural stability of the three phases in
Subsection 3.1, followed by our results and discussion on their
electronic properties, as well as band alignments in Subsection
3.2 and band structures for vertical and alloying heterostruc-
tures in Subsection 3.3. Finally, we summarize our key find-
ings in Section 4.
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Fig. 1. Structure and stability. (a) Atomic structure of 2D antimonene and its isoelectronic counterparts in the three typical phases α , β , and c,
with constituents A (B) in light (dark) purple representing In (I), Sn (Te), and Sb (Sb) atoms, respectively. The corresponding space group is
given under each structure. (b) Cohesive energy difference ∆Ecoh between α , β phases and c phase, here the cohesive energy of the c phase as
a reference is set to be zero, α and β lie either at the bottom or on top of the rectangle.

2. Computational methods
All of our calculations are performed within ab initio den-

sity functional theory as implemented in the Vienna ab initio
simulation package (VASP).[27] We use a periodic boundary
condition with monolayer structures represented by a periodic
array of slabs separated by a vacuum region (≥ 15 Å). The
projector augmented wave (PAW) pseudopotentials[28] and
the Perdew–Burke–Ernzerhof (PBE)[29] exchange–correlation
functional within the general gradient approximation (GGA)
are used. For evaluating the electronic properties and band
alignments, hybrid-functional (HSE) is used, which is in gen-
eral accurate in band gap and band alignment prediction for
semiconducting systems.[30] The Brillouin zone of the primi-
tive unit cell of the 2D structures is sampled in the Monkhorst–
Pack integration scheme[31] by 13×13×1 k-points for the
GGA calculation and 7×7×1 k-points for the HSE calcula-
tion. We adopt 500 eV as the electronic kinetic energy cut-
off for the plane-wave basis and 10−6 eV for a total energy
difference between subsequent self-consistency iterations as
the criterion for reaching self-consistency. All geometries
are optimized using the conjugate gradient method[32] un-
til none of the residual Hellmann–Feynman forces exceeds
1×10−2 eV/Å. The optB88-type vdW corrections[33] usually
gives a better agreement with the experiment than the other
types of vdW correction, not only on the interlayer lattice size
but also on the in-layer lattice parameters. Therefore, PBE

with the optB88-vdW correction is used to relax the atomic
structures.

The second-order harmonic interatomic force constants
(IFCs) and phonon dispersion relations are calculated by the
PHONOPY package[34] based on density functional perturba-
tion theory.[35] A 3×3×1 supercell size and 7×7×1 q mesh
are used to calculate the dynamical matrix in the whole Bril-
louin zone.

The optical absorption spectrum is calculated based on
the real (ε ′) and imaginary (ε ′′) parts of the dielectric function
as a function of laser energy. The imaginary part is determined
by a summation over empty states using the equation[36]

ε
′′
αβ

(ω) =
4π2e2

Ω
limq→0 ∑

c,v,k
2wkδ (εck− εvk−ω)

×〈uck+eα q|uvk〉〈uck+eβ q|uvk〉∗,

where c and v refer to the conduction and valence band
states, respectively, and uck is the periodic part of the or-
bitals at k point. The real dielectric tensor ε ′ is obtained
by the usual Kramers–Kronig transformation. The extinction

coefficient[37] is κ =
√

(
√

ε ′2 + ε ′′2− ε ′)/2. The absorption
coefficient α is given by α = 4πκEL/(hc), where EL is the
incident laser excitation energy, h is the Planck constant, and
c is the speed of light in the vacuum.

037305-2



Chin. Phys. B Vol. 29, No. 3 (2020) 037305

3. Results and discussion
3.1. Structures and stabilities

For antimonene and its isoelectronic systems, we take
three typical phases α , β , and cubic as the starting structures,
which are shown in Fig. 1. α and β are the stable structural
phases of black and blue phosphorene, which have symmetry
groups of Pmn21 and P3m1, respectively. The c phase is the
cubic phase in symmetry group P4/nmm, which was found to
be stable in InI monolayer as reported in our recent work.[26]

All the three structures of Sb and its isoelectronic materials are
fully relaxed, with the optimized structures shown in Fig. A1
and structural parameters including lattice constants and bond-
ing information given in Table 1. The structural parameters of
our relaxed structures of α-Sb, β -Sb, and α-InI are in very
good agreement with the theoretical data obtained by Akturk
et al.[38] and Wang et al.[26] From Table 1, the α and c phases
are structurally similar, and the difference between the two
phases is that the cubic phase has larger isotropic in-plane lat-
tice parameters and in-plane bond lengths than the α phase.
Besides, the in-plane structural parameters (lattice constants a
and b, bond-lengths d1 and d2) for both α and c phases become
more isotropic with the increasing difference of electroneg-
ativity (Table 2) between constituents in antimonene and its
isoelectronic materials from Sb to SnTe to InI. The reduced
anisotropy (of structure and also of electronic properties) in
the isoelectronic systems is beneficial for combining isoelec-
tronic SnTe or InI with antimonene for a heterogeneous de-
vice, since the electronic property is nearly independent of the
stacking order between the constituent materials.

Interestingly, cohesive energy Ecoh, which changes con-
comitantly with structures in the different phases, gives us

some additional message. Ecoh is defined as (EAB − EA −
EB)/2, where EAB is the total energy of AB compounds per
formula, EA and EB are the bulk energy per A and B atom,
respectively. For a better comparison between the phases,
∆Ecoh [= (Ecoh − Ec

coh)] is used, with the cohesive energy
of the c phase as a reference energy. ∆Ecoh as a function
of structural phase for the isoelectronic materials is shown
in Fig. 1(b). ∆Ecoh decreases between α and c phases, but
increases between β and c phases, with the increasing ion-
icity in the materials from Sb to SnTe to InI, which makes
β -InI very unstable, as also indicated by its phonon disper-
sion relation in Fig. C1 in appendix C. However, the seem-
ingly opposite trends of ∆Eα,c

coh and ∆Eβ ,c
coh can both be com-

prehended from the isotropy/uniformity induced by ionicity,
as also illustrated in the structural change in Fig. A1 and Ta-
ble 1. Long-range interaction in ionic crystals prefers uniform
bonding environment[39,40] and also large bonding coordina-
tion, that is why the α phase with 5 bonding coordinations in
SnTe and especially in InI is more stable energetically than the
β phase with 3 bonding coordinations. Antimonene as a co-
valent crystal can only choose the β phase due to the covalent
bond saturation, but a transition from β to α phase is possible
with proper hole doping.[23] Worth pointing out that electron
lone pairs in In, Sn, P, and Sb atoms play an important role
in stabilizing the two-dimensional crystal of InI,[26] SnTe,[19]

phosphorene,[41] and antimonene.[22] The electron lone pairs
from different layers, which point outward towards the vac-
uum space and repel each other by Coulomb repulsion, pre-
vent the layered InI, SnTe, and antimonene from forming 3D
uniform crystal structures, which makes it possible to exfoliate
from their bulk counterparts.

Table 1. Optimized lattice parameters for the nine isoelectronic family members. d1, d2, and d3 are defined in Fig. C1.

InI SnTe Sb
Phase α β c α β c α β c
a/Å 4.949 4.519 4.942 4.570 4.180 4.558 4.889 4.119 4.722
b/Å 4.943 4.519 4.934 4.549 4.180 4.553 4.353 4.119 4.363
γ/(◦) 90 120 90 90 120 90 90 120 90
d1/Å 3.498 3.119 3.498 3.169 2.947 3.231 2.639 2.892 2.950
d2/Å 3.506 3.119 3.498 3.301 2.947 3.231 3.937 2.892 3.546
d3/Å 3.242 – 3.241 2.929 – 2.925 2.861 – 2.867

Table 2. Electronegativity for atoms.

In Sn Sb Te I P
Electron affinity/eV 0.30 1.11 1.05 1.97 3.06 0.75

Electron ionization/eV 5.79 7.34 8.64 9.01 10.45 10.49
Electronegativity 1.78 1.96 2.05 2.10 2.66 2.19

The lattice dynamics is another means for determining
the structural stability. In Fig. C1 in appendix C, the calcu-
lated phonon dispersion relation for the nine systems includ-
ing antimonene and isoelectronic systems shows that most of
the structures (i.e., α-Sb, α-InI, β -Sb, β -SnTe, c-InI) have

no negative eigenfrequencies. Very few of them (α-SnTe,
c-SnTe, c-Sb) have slightly negative frequencies, but in the
vicinity of the Brillouin zone center. It is to note that the
phonon dispersion relation given here is calculated at 0 K.
We also notice that a relatively strong anharmonicity at non-
zero temperature found in similar SnSe systems can stabilize
the structure.[42–44] So we expect that the modes with slightly
negative frequencies near the Γ point in our systems can be
stabilized as well at room temperature for real applications.
However, among the nine structures, hexagonal β -InI is obvi-
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ously unstable, judged not only from a relatively large value of
∆Eβ ,c

coh in Fig. 1(b), but also from the negative values of phonon
frequency widely distributed in BZ, indicating that this system
should not exist thermodynamically.

Lattice mismatch is important to consider for isoelec-
tronic alloying or heterostructure patterning between different
systems. From Table 1, the mismatch between the three sys-
tems in the same phase is 1.2%–7.7% (α), 1.5%–8.9% (β ),
and 3.4%–7.8% (c). Such values may induce interlayer Moiré
potential for van der Waals heterostructures,[45,46] which will
bring about some extra complexity to the band structure calcu-
lations and can be considered for future study. But here, since
we focus mainly on the band structure of each constituent, and
especially the relative band alignment when forming vdW or
alloying heterostructures, we choose to neglect the possible
interlayer Moiré effect for the moment. Nevertheless, it is
still challenging to take care of the lattice mismatch. Using
small unit cell leads to lattice stress which influences elec-
tronic properties, while big supercell which releases stress
leads to complexity of analysis due to zone folding of Bril-
louine zone. From the mismatch analysis, we are able to se-
lect antimonene and one isoelectronic system with the smallest
lattice mismatch to have a comparision of electronic properties
between band alignment schematics and real system calcula-
tion, as discussed later in Fig. 4. A very good agreement is
reached, which substantiates our schematic analysis made in
Fig. 3 in Subsection 3.2.

3.2. Electronic properties

The electronic band structure calculated at the HSE06
level for the three structural phases is shown in Fig. 2. From
Fig. 2(a), the materials concerned here are semiconducting and
all the phases except for the β phase have direct band gaps
with both the conduction band minimum (CBM) and valence
band maximum (VBM) located at one k point between high-
symmetry Γ and Y points. The indirect band gap of the β

phase has the VBM and CBM located at k points between Γ

and M points. From row to row in Fig. 2(a), the band gap
decreases significantly from β to α (or to c) phase, mainly
due to the largely increasing VBM values from the buckled to
puckered (or to cubic) geometry, as indicated later in the band
alignments in Fig. 3(a).

From column to column in Fig. 2(a), independent of the
structural phases, the band gap increases with increasing elec-
tronegativity difference in materials from Sb via SnTe to InI.
This trend can be seen more clearly in Fig. 2(b), in which
the electronegativity difference is mapped to the charge trans-
ferred between A and B in AB materials. To note that the
normalized charge transferred is used here as the horizontal
axis. For example, to form a totally ionized bond, one electron
would be expected to transfer between In and I atoms in InI,
while for SnTe two electrons would be transferred between Sn

and Te atoms. However, this is not always the case, because of
the electronegativity difference between the A and B atoms. In
this regard, the normalized charge transferred is defined as the
Bader charge divided by the number of transferred electrons
needed for forming a perfect ionic bond. From Fig. 2(b), we
can see an almost linear dependence of the band gap on the
normalized charge transferred between constituent elements
for all the materials and phases concerned. This interesting
trend can be understood as follow. There is a competition
between ionic bonding and covalent bonding in the materials
studied here. The more normalized charge transferred between
constituent elements, the more weight an ionic bonding will
take, which can give rise to more localized valence electrons
and then a bigger band gap.

Sb InI

j)

SnTe

band gap

Ultraviolet (UV)

Infrared (IR)

0 0.2 0.4 0.6

1

2

3

 α
 β
 c
 InI
 SnTe
 Sb

Normalized charge transferred

c

c

InI
SnTe
Sbinfrared (IR)

ultraviolet (UV)

0

B
a
n
d
 g

a
p
/
e
V

(b)

X Γ Y S Γ X Γ Y S Γ X Γ Y S Γ

Γ KM Γ Γ KM Γ Γ KM Γ

3

1

-1

-3

E
/
e
V

XΓ

Y S

XΓ

Y S

KΓ

M

α

β

X Γ Y S Γ X Γ Y S Γ X Γ Y S Γ

3

1

-1

-3

E
/
e
V

3

1

-1

-3

E
/
e
V

(a)

α

β

Fig. 2. (a) Electronic properties of Sb, SnTe, and InI (in column) in three
phases α , β , and c (in row). Band gaps are filled with brown shadows. The
arrow on the top shows the increasing band gap trend from Sb through SnTe
to InI. The Brillouin zone with high-symmetry points for each phase is given
in the third row. (b) The band gap within light absorbtion energy spectrum as
a function of charge transfer between the constituents in each material. α , β ,
and c phases are shown in black solid, blue short dash, and red dash dot lines,
respectively. Sb, SnTe, and InI are represented by filled square, triangle, and
circle, respectively.
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In Fig. 2(b), an optical spectrum from infrared (IR) to ul-
traviolet (UV) as background is used with the spectrum energy
corresponding to band gaps, indicating that antimonene and its
isoelectronic counterparts can be potential candidates for pho-
toelectronic devices in the whole visible light region. To con-
tinually tuning the band gap in the visible light range, band
alignment by vertical vdW stacking method or lateral alloy-
ing method, which mixes different phases of AB compounds
together, can be considered.

To evaluate the carrier mobility, the effective mass of
carriers at VBM/CBM is a very important parameter. From
the band dispersion and curvature of VBM/CBM in Fig. 2(a),
the effective mass varies slightly from Sb monolayer to its
isoelectronic counterparts, but more abruptly from phase to
phase. For instance, the band dispersion in the vicinity of
VBM/CBM of the β phase is rather flat compared to that of
the α or c phase, leading to a higher carrier effective mass in
β -phase than in the other two phases. From the equvi-energy
contour line of VBM/CBM plot, the carrier effective mass in
Sb monolayer and the isoelectronic counterpart, even in the
form of α-phase, is quite isotropic in startle contrast to black
phosphorene[47] and advantageous for electronic applications
independent of the crystal orientation. Also worth pointing
out that the partial charge densities (frontier states) associated
with VBM and CBM are vastly different in the isoelectronic
counterparts of Sb, as shown in Fig. B1. The frontier states
of VBMs in SnTe and InI are due to tellurium and iodine, re-
spectively, while the frontier state of CBMs are from tin and
indium. Such a spatial charge separation between VBM and
CBM is also important for photo-electronic applications.

3.3. Band alignment of vertical and alloying heterostruc-
tures

For isoelectronic systems, another potential application
is heterostructures, including lateral and vertical heterostruc-
tures. For heterostructures consisted of two semiconductors,
band alignment is very essential, which means the band off-
set of the VBM and CBM between two different constituent
materials A and B. Type I band alignment, with VBMA <

VBMB < CBMB < CBMA, can be used in optical devices
including light-emitting diodes and lasers;[48–50] type II het-
erstructures, with VBMA < VBMB < CBMA < CBMB, can
be explored as a platform for controlling long-lived interlayer
excitons,[51–53] and type III, with VBMA < CBMA < VBMB

< CBMB, is advantageous for tunneling field effect transistor
applications.[54,55] In Fig. 3(a), we show the positions of VBM
and CBM relative to vacuum energy level (Evac = 0) for the
nine materials. Our vertical heterostructure systems can cover
all three types of band alignments. For example, type I can be
found between α-InI and α-Sb; type II can be searched for be-
tween β -SnTe and β -Sb, and type III should only be found by

combining Sb with the isoelectronic systems. The differentia-
tion of three types of band alignments is more directly shown
in the periodic table of heterstructures in Fig. 3(b). Except for
nine homogeneous bilayers and also heterstructures due to un-
stable β -InI, there are 28 potential vdW heterostructures from
the upper half of the table, in which there are 11 type I (in
cyan), 11 type II (in purple), and 6 type III (in pink). Among
them, Sb takes a leading role in forming all the three types of
band alignments with its isoelectronic systems, for example,
type-I (6/11), type-II (6/11), and type-III (6/6), mainly due to
its high VBM and narrow band gap in antimonene.
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Fig. 3. (a) Band alignment for InI, SnTe, and Sb in α , β , and c phases.
The most stable phase is marked in red color. Note that the vacuum
energies are set to zero when obtaining the band diagrams. (b) Periodic
table of heterostructures. Types I, II, and III are represented by cyan,
purple, and pink boxes, respectively. The spots related to the unstable
β -InI is marked in grey box.

The results presented in Fig. 3 should supply a useful
guidance for experimentalists for designing selective heter-
structures. To substantiate the validity of the band align-
ment analysis above, as an example, we calculate the elec-
tronic band structure of type-II β -SnTe/β -Sb vertical vdW het-
erostructure with AB (Bernal) stacking, as well as of type-
II α-SnTe/α-Sb lateral alloying heterostructure, as shown in
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Figs. 4(a) and 4(b). In Fig. 4(a), the combined band diagram
in the middle maintains the band structure features of con-
stituents in the vicinity of the band gap. The CBM is mainly
contributed by that of β -Sb, while the VBM from that of β -
SnTe, well reproducing the schematic band alignment analysis

even in a quantitative manner. Likewise, in Fig. 4(b), alloying
α-SnTe with α-Sb with Sb randomly distributed in the crystal
can still preserve the main band structure characteristic, vali-
dating once more the schematic band alignment analysis even
in a more complicated alloying case.

0.92 eV 

0.26
0.37

1.03

SnTe Sb

0.93 eV

vdW stacking
β SnTe β Sb

(a)

(b)

SnTe Sb

50%+50% alloying

1.792.48

Γ ΓM K Γ ΓM K Γ ΓM K

α SnTe α Sb

Γ ΓMYX Γ ΓMYX Γ ΓMYX

Fig. 4. Electronic properties of (a) vertical vdW and (b) alloying SnTe/Sb heterstructures. (a) For β -SnTe/β -Sb vertical vdW heterstructure.
The band gap size, CBM and VBM positions from both schematic band alignment analysis and calculation agree well. (b) For α-SnTe/α-Sb
alloying (50% each), schematic band alignment analysis also agrees well with alloying band structure calculation.

To show the enhancement of the heterostructure upon
constituent monolayers for optoelectronic application, we
show in Fig. D1 the calculated absorption data for the three
systems, the β -Sb/β -SnTe heterostructure, β -Sb monolayer,
and β -SnTe monolayer in black, blue, and red, respectively.
From monolayers to heterostructure, the optical spectra have
some significant changes as follows. (i) Peak absorption oc-
curs below the band gaps of the two monolayers, indicating
that a type-II band alignment is achieved and the interlayer
electronic transition appears between β -Sb and β -SnTe sub-

layers. We do extend the optoelectronic applications towards

low-frequency region (such as infrared, and far infrared). (ii)

The optical absorption intensity changes abruptly. The inten-

sity of type-II heterostructure is larger than the sum of two

single monolayers, indicating that besides the optical-induced

intra-layer electronic transition in each sublayer, there is an

additional inter-layer electronic transition, giving rise to some

long lifetime interlayer exciton, which is very advantageous

for optoelectronic applications over the monolayers.
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4. Conclusion

Using ab initio density functional theory calculations, we

explore three stable structural phases, namely, α , β , and c, of

two-dimensional antimonene, as well as its isoelectronic coun-

terparts SnTe and InI. We find that their band gap increases

monotonically from Sb to SnTe to InI along with an increase

in ionicity, independent of the structural phase. The band gaps

of this family of materials cover the entire visible-light energy

spectrum, ranging from 0.26 eV to 3.365 eV, for optoelec-
tronic applications. Meanwhile, we explore band-edge posi-
tions of these materials and demonstrate that all three types
of band alignments can be achieved by combining antimonene
with its isoelectronic counterpart to form heterostructures. The
richness in electronic properties for this family of isoelectronic
materials sheds light on possibilities to tailor the fundamental
band gap of antimonene via alloying or forming vertical het-
erostructures.

Appendix A: Relaxed atomic structures and lattice parameters of Sb and its isoelectronic materials

In

I
Sb

SnTe

Te

Sn

InI

d2

d3 d3

d1 d2

d3 d3
d2d1

d1

α β c

α β c

Sb
α β c

Fig. A1. Optimized atomic structure of InI, SnTe, and Sb (from top to bottom) in three phases α , β , and c (from left to right).

Appendix B: Partial charge densities

α β c

InI

SnTe

Sb

vbm cbm vbm cbm vbm cbm

Fig. B1. Partial charge densities near VBM and CBM for InI, SnTe, and Sb (from top to bottom) in three phases α , β and c (from left to right).
For both α and c phases of Sb, the partial charge densities are calculated in the range of EF±0.1 eV.
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Appendix C: Phonon dispersion relation
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Fig. C1. Phonon dispersion relation for InI, SnTe, and Sb (from top to bottom) in three phases α , β and c (from left to right).

Appendix D: Optical absorption
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Fig. D1. Optical absorption of β -Sb/β -SnTe heterostructure (black),
β -Sb monolayer (blue), β -SnTe monolayer (red).
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