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Abstract. This work presents a methodology for the classification of pluviometric networks 
using artificial neural networks. For this, the network of stations registered in the Corporación 
Autónoma Regional de Cundinamarca, Colombia, was analyzed. The network studied consists 
of 182 stations for the measurement of precipitation and it has a historical series that goes, in 
some cases, from 1931 to the present. For the classification, three scenarios called types were 
proposed, in which the number of neurons in the output layer was varied. It was significant that 
when comparing the results of the different types, the permanence of certain features in the 
classification was found, indicating the validity of the classification. 

1. Introduction 
The behavior of the climate depends on many variables, so its prediction is a complex process that 
requires detailed information. The pluviometric networks provide information for the knowledge and 
determination of the state of the climate and the flow conditions in a given basin. With the phenomenon 
of climate change, such knowledge becomes increasingly important because its effectiveness can depend 
on the effectiveness of the measures taken to prevent the population from being affected by the extreme 
conditions that arise. Although, it is true that, for the design of the networks there are various methods, 
in practice they are located with criteria that do not respond to technical requirements [1], due to their 
complexity. This fact is reflected in the fact that the monitoring stations are located in redundant sites, 
neglecting other areas. 

The concept of neural networks has been applied in fields as varied as electricity [2,3], chemistry [4], 
recognition of visual patterns [5], geotechnics [6], among others [7-9]. Similarly, this technique has 
shown positive results in the field of hydraulics and hydrology [10-12]. In this project, the design of a 
pluviometric network was evaluated based on the available information and artificial neural networks. 
For this, the network of stations registered in the Corporación Autónoma Regional de Cundinamarca 
was analyzed. As a result of this project, some general recommendations for the redesign of the 
pluviometric network in the study region are offered. 

The pluviometric networks are fundamental for the planning of river basin management strategies 
since they provide the basic information for the design, construction and operation of hydraulic 
structures such as the urban stormwater drainage system. The design of these networks consists in 
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determining the number and location of stations in a region to obtain a historical record of data that can 
characterize the phenomenon of precipitation in space and time. 

Different methods are proposed for the design of an appropriate rain network, including Kriging, the 
Ward method, self-organized maps (SOM) and the K-means method [13]. Kriging is one of the most 
used methods for network optimization. However, it has been found that the use of a non-linear pattern 
learning method, such as an artificial neural network (ANN), produces 15% more reliable results under 
the same restrictions compared to the conventional kriging method [14]. 

The aim of this work is to evaluate the distribution of the stations of the pluviometric network of the 
Bogotá, Cundinamarca region through the application of artificial neural networks. 

2. Methodology 

2.1. Information collection 
The information of the climatological network was provided by the Corporación Autónoma Regional 
de Cundinamarca, Colombia. The data of interest at this stage were the location of the station 
(coordinates), its status (in operation or out of operation) and its historical record (monthly 
precipitation). 

2.2. Information processing 
Taking into account that the stations of the analyzed network have come into operation at different times, 
a period was selected in which the largest possible number of stations possesses information and from 
these the ones that have at least 80% of the data of the data were selected. monthly precipitation in the 
established period [15]. 

2.3. Clustering 
To perform the classification process, some of the most common methods were analyzed, such as, K-
means, Ward and SOM. According to what is stated in [16], the SOM method is selected because it 
allows to identify the homogeneous regions with more precision. For this, Matlab 2017b licensed by 
Universidad Tecnológica de Bolívar was used. 

2.3.1. Normalization of the variables. The input variables for the classification were: latitude (m), 
longitude (m), elevation (m), annual average precipitation (mm), standard deviation of the annual 
average precipitation and average monthly precipitation (mm) of each of the seasons. To prevent the 
difference in the scale of the variables from affecting the classification, these were transformed so that 
their ranges were comparable [16]. 

2.3.2. Creation of the Network model. To correctly differentiate the groups of patterns, it is 
recommended to use arrays of neurons in the output layer as large as possible. However, if the number 
of neurons in the output layer is too large, the model may overtrain and highlight the differences between 
each of the patterns, throwing the same number of groups as the patterns. In accordance with the above, 
three scenarios were defined with different numbers of neurons in the output layer.  The number of 
iterations is given, according to the recommendations of the literature [17], by the number of neurons in 
the output layer multiplied by 500. Table 1 details the characteristics of each of these scenarios. 
 

Table 1. Characteristics of the types. 
 Type-1 Type-2 Type-3 
Neurons in the output layer 100 400 900 
Iterations 50000 200000 450000 
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For all cases, a hexagonal topology (hexagonal shaped neurons as well) was chosen, so that the 
neurons that are not at the edges of the Kohonen layer have 6 neighboring neurons with which they 
connect virtually. 

2.4. Results display 
The classification method used offers the advantage of displaying the results on two-dimensional maps 
regardless of the number of variables included. In this sense, for the visualization and interpretation of 
the results, two stand out: The Hits map and the distance map between neurons (U-matrix map). In the 
Hits map, the winning neurons are identified. In it, the number within each neuron indicates the number 
of stations it represents, that is, the number of victories of each neuron. The neurons with zero value 
correspond to those that do not represent any pattern (station). An example of Hits Map is shown in 
Figure 1. 

U-matrix allows to visualize how different a neuron is from another. Dark colors indicate a large 
difference while light colors indicate similarity between neurons and therefore between seasons. This 
chart allows to identify the groups in which the information is classified. An example of a U-matrix is 
shown in Figure 2. 
 

  
Figure 1. Hits map. Figure 2. Self-organizing map. 

 
When the number of groups that are formed has been identified, each neuron is associated with the 

station it represents, for this purpose, there is the Hits matrix, in the rows are the stations and in the 
columns are the neurons. Each station corresponds to a winning neuron that is indicated with the number 
1. In this way, the groups of stations are established. 

3. Results 
The results obtained in the indicated scenarios are presented below. 

3.1. Type-1 
The distance map between beurons shows how different a neuron is from another, from which you can 
identify the groups into which the information is divided. In Figure 3, this map is observed for type-1, 
here the presence of darker areas that mark the division between the sets is noted. A total of 13 groups 
with different numbers of neurons are observed. For this classification the lines of greater intensity have 
been taken into account. 

3.2. Type-2 
Figure 4 shows the result for type-2, you can see the dark areas that divide the sets. In this case the 
demarcation is more noticeable than in type-1. 50 groups are distinguished, some of these will be made 
up of non-winning neurons, so they are not important for the study. 
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3.3. Type-3 
Figure 5 shows the map for type-3. In this case the demarcation is more noticeable than in type-1. 65 
groups are distinguished, some of these will be made up of non-winning neurons, so they are not 
important for the study. 
 

   
Figure 3. Self-organizing map 
of neighbor weight distances for 
type-1. 

Figure 4. Self-organizing map 
of neighbor weight distances for 
type-2. 

Figure 5. Self-organizing map 
of neighbor weight distances for 
type-3. 

3.4. Analysis 
With the help of the Hits matrix, a neuron and its corresponding group are associated with each station. 
A summary of the results obtained for the different types is presented in Table 2. It is observed that, by 
increasing the number of neurons, the number of groups formed increases, this is understood taking into 
account in a clustering process a high number of neurons in the output layer can cause the model to 
over-train, highlighting differences between each of the patterns, that is why in type-3, with 900 neurons, 
about 55% of the stations were classified individually. 
 

Table 2. Classification by type. 
Type Number of neurons Number of valid groupsa 
1 100 13 
2 400 47 
3 900 56 
a Groups in which at least one neuron is winner. 

 
It is significant to note that when conducting a comparative analysis between the different types, the 

permanence of certain features in the classification is found. A particular case is the E140 station that 
was always classified individually, as well as the E80 station, in type-1 and type-3. Table 3 shows the 
most frequent station combinations in the three classifications. 
 

Table 3. Combination of common stations in types. 
No. Stations 
1 E101-E61-E16-E65 
2 E116-E154-E162-E163- E62-E67 
3 E122-E29-E31-E36-E40-E60-E158 
4 E142-E28 
5 E144-E166-E86-E89-E138 
6 E149-E27-E37-E52-E71 
7 E150-E61-E102 
8 E16-E101 
9 E28-E142-E9 
10 E42-E129 
11 E76-E122 
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4. Conclusions 
The application of artificial neural networks for the classification of the stations of the pluviometric 
network of the area under study showed that such stations can be grouped into 13, 47 and 56 groups, 
depending on the number of neurons in the output layer. In type-1, with 100 neurons in the output layer, 
a total of 13 groups were obtained, in type-2, with 400 in the output layer, a total of 47 groups were 
obtained and, finally, in type-3, with 900 neurons in the output layer, a total of 56 groups were obtained. 
It is observed that, by increasing the number of these neurons, the number of groups formed increases, 
this is justified in that, in a process of clustering a high number of neurons in said layer, it can cause the 
model to over-train, highlighting differences between each of the patterns. The results obtained 
correspond with the stated in the literature. 

Despite the change in the number of neurons in the output layer, while retaining the input variables, 
the permanence of certain traits in the classification was found, which ensures the existence of similar 
patterns in the groups obtained. Such is the case of stations E142 (La Casita) and E28 (Santa Teresa), 
located near the municipality of La Calera, which in the different types were classified in the same 
group. This fact points out some correspondence between them, so it is recommended, for future studies 
or for the reengineering of the network, to consider the possible reconstruction of the historical series of 
one of these from the other, which would allow the relocation of one of them in places where there are 
fewer stations. The same situation occurs with stations E42 (San Jorge) - E129 (Doña Juana), E76 
(Monserrate) - E122 (Esclusa) and E16 (Tres esquinas) - E101 (El Hato No.2), which were classified 
into similar groups in the different types. 

An opposite case is the E80 (Las Margaritas) and E140 (Central No. 2) stations, corresponding to the 
provincial offices of Sabana Occidente and Bogotá, La Calera, respectively. These stations were 
classified individually, this fact shows that the information they have could not be reconstructed from 
the other nearby stations, therefore it is recommended to the Corporación Autónoma Regional de 
Cundinamarca, in case of a possible reengineering of the network , do not relocate these stations since 
their information is unique, this added to the fact that they present a valuable historical record since 
1959. 
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