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1.  Introduction

A lens-free holographic microscope [1] puts the imaging 
sensor chip close to the sample and runs a post-processing 
algorithm with raw holograms to output a micro-resolution 
image over a wide field-of-view (FOV). Without the precise 
control of the reference beam [2, 3], lens-free in-line holog-
raphy has been developed in a powerful lab-on-a-chip device 
for imaging and measurement. Until now, it has been applied 
in point-of-care testing [4–7], refractive index measurement 
[8], air quality monitoring [9], particle tracking velocimetry 
[10] and pathological analysis [11].

However, holographic in-line configuration has the hazard 
of twin-image and laser source artifacts. The twin-image 
artifact originates from the superposition of the object’s con-
jugate component. Laser source artifacts are composed of 
speckle noise and defocused crosstalk from the diffraction of 
dust on the collimated lens, which undermines the imaging 
resolution of lens-free holographic imaging. The extended 
ptychographic iterative engine (ePIE) algorithm [12–15] is 
an ideal strategy to mitigate these imaging artifacts, since 
it can achieve a joint reconstruction of the incident pattern 
and object. Nevertheless, the application of ePIE in lens-free 
imaging is limited by the huge data amount. For example, as 
done in [14, 15], if the overlapped ratio is greater than 90% 
and the probe size has hundreds of microns, the ePIE method 
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needs approximately 10 000 raw holograms to synthesize a 
FOV of 20 mm2. Different from ePIE, multi-distance phase 
retrieval (MDPR) [16–19] only utilizes eight axial holograms 
to accomplish a whole-field lensless reconstruction. But laser 
source artifacts could lead to aligning problems and an unclear 
background for MDPR.

Inspired by these two methods, we propose a quasi-3D 
scanning strategy to mitigate these imaging artifacts. In the 
data acquisition, the sample scans in a lateral plane, and the 
imaging sensor is placed at different axial positions, thus a 
volume of data is recorded. In the data process, a weighted 
ePIE method is proposed to retrieve the incident pattern 
instead of the joint reconstruction of the object and incident 
pattern. Then, MDPR is introduced to eliminate the twin-
image artifact. After this correction, the data amount of the 
raw holograms can be heavily decreased. Compared to the 
conventional ePIE method, our method accomplishes a data-
efficient whole-field reconstruction, where only 100 raw 
holograms are required. In contrast with the conventional 
MDPR method, our method removes the aligning problem 
and background noise, enabling a dramatic enhancement of 
image contrast and resolution. Simulated results and experi-
ments (resolution chart and pathology slides) have verified the 
improvement of the proposed technique.

2. Theory

The workflow of our quasi-3D scanning scheme is illustrated 
in figure 1. It includes three steps: background removal, image 
alignment and twin-image elimination. For data recording, a 
sample is laterally shifted with Nx by Ny  and then the imaging 
sensor is axially moved Nz times. Thus a volume of intensity 
patterns (Nx  ×  Ny   ×  Nz) is obtained. In this configuration, the 
lateral dataset from the object shifts is used for background 
noise removal, which transforms the volume data into axial 
patterns. Then, the image alignment algorithm [20, 21] solves 
the aligning problem for the patterns. Finally, running MDPR 
with these aligned patterns outputs an artifact-free sample 
image.

Assuming that speckle noise and defocused crosstalk exist 
in the incident pattern, a direct approach to suppress these 
noises is to separate the object from the background image. 
Inspired by the ePIE method, we intuitively intend to shift a 
sample across the x–y  plane to produce a sequence of diffrac-
tion patterns under a constant background illumination, and 
the background image can be extracted by ptychographic 
imaging. To simultaneously decrease the data amount and 
increase the FOV, we adopt full-field illumination rather than 
the conventional pinhole-shaped illumination. In this configu-
ration, the ePIE with fewer raw holograms cannot be stably 
convergent. To address this issue, we propose a correction 
method, called weighted-projection ePIE (wePIE), to separate 
the object from the background noise.

If the object and background image are represented as O 
and P, the scattered wavefront radiated from the object is 
expressed as

ψi(x, y) = P(x, y)Oi(x − xi, y − yi),� (1)

for the ith lateral shift (i = Nx × Ny). (xi, yi) is the magnitude 
of the lateral shift. The diffraction patterns on the imaging 
sensor are recorded as

In
i =

∣∣∣Ang[ψi]Zn

∣∣∣
2
,� (2)

where Ang[·]Zn
 denotes the angular spectrum diffraction prop-

agation operator over the distance Zn. The index n (n ∈ [1, Nz]) 
corresponds to the number of axial movements of the imaging 
sensor. Diffraction distances Zn are defined by the initial dis-
tance Z0 and the equivalent interval d as Zn = Z0 + (n − 1)d. 
At each Zn, the background image can be extracted by running 
the wePIE algorithm with the lateral dataset. The operation 
details can be generalized as follows:

	 (a)	�Initializing the extended object and background image 
with matrices of ones; the product of these two comp
onents results in a transmissive function of the sample 
ψk

i = PkOk
i .

	(b)	�The kth transmissive function related to the ith shift is 
propagated to a detecting plane and is given as

Φk
i (x, y) = Ang

[
ψk

i

]
Zn

.� (3)

	(c)	� The amplitude of the detecting plane is replaced with the 
square root of recorded intensity patterns. The synthe-
sized pattern is inversely propagated to the sample plane 
ψ̄k

i  and is expressed as

ψ̄k
i (x, y) = Ang

ñ√
In
i
Φk

i∣∣Φk
i

∣∣
ô

−Zn

.� (4)

	(d)	� Multiple guesses of the object and the background are 
calculated as

Ōk
i (x − xi, y − yi) = Ok

i (x − xi, y − yi) + α
conj

[
Pk(x, y)

]

|Pk(x, y)|2
[
ψ̄k

i − ψk
i

]
,

� (5)

P̄k
i (x, y) = β

conj
[
Ok

i (x − xi, y − yi)
]

∣∣Ok
i (x − xi, y − yi)

∣∣2
[
ψ̄k

i − ψk
i

]
,� (6)

where the coefficients are the same as the typical ePIE method, 
i.e. α = β = 1.

	 (e)	�As i scans from 1 to NxNy , the (k  +  1)th estimations of the 
object and background image are derived from

Ok+1 = w
NxNy∑
i=1

Ōk
i� (7)

Pk+1 = Pk +
1

NxNy

NxNy∑
i=1

P̄k
i ,� (8)
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where w represents the weighted coefficient matrix deter-
mined by the overlapped ratio.

	 (f)	�Repeating steps (b)–(e) achieves an intact separation for 
the object and background noise.

After the above operations, we can get an extended object 
with the wePIE method for every axial move when the sensor 
scans. The margin of the extended object is usually blurred 
and low-contrast, so the margin should be cropped and only 
the central shared part is kept. As lateral patterns at each axial 
distance are obtained with the wePIE method, a sequence of 
object estimations wrapped with a twin image are obtained, in 
which a volume of dataset (Nx  ×  Ny   ×  Nz) is converted into a 
1D dataset (1  ×  Nz) related to the axial distances.

The next step is to solve the aligning and pixelation prob-
lems for the axial dataset. As described in [21], tilt illumina-
tion causes an unaligned arrangement for object estimations. 
Thus a typical image alignment algorithm [20] is imple-
mented on the object estimations to generate aligned patterns 
Obn. Then, Obn is propagated to the detecting plane with 
related distances Zn and a group of axial diffraction patterns is 
obtained as follows

Ωn(x, y) =
∣∣∣Ang[Obn]Zn

∣∣∣ ,� (9)

where the modulus of the diffraction patterns is retained and 
serves as the artifactless amplitude constraint for the MDPR. 
The imaging resolution of lens-free microscopy is limited by 
the pixelation problem. Detail larger than two pixels can be 
clearly retrieved according to the Nyquist–Shannon theorem. 
Here, a simple bicubic interpolation (upsampling factor  =  2) 
is performed on these axial patterns. We will show that simply 
running MDPR with these upsampled data is effective in 
breaking the limit of the sampling theorem.

The MDPR algorithm with the upsampled modulus images 
is used to eliminate the twin image. The output of MDPR is 
indicated as S. The process of MDPR is described as follows: 
complex amplitude of sample S0 is initialized with matrices 
of ones. At the kth iteration, Sk  is forward-propagated to the 
detecting plane. After imposing the amplitude constraint and 
backward propagation, the (k  +  1)th sample is estimated as

Sk+1 =
1
Nz

Nz∑
n=1

Ang


Ωn

Ang
[
Sk
]

Zn∣∣∣Ang[Sk]Zn

∣∣∣



−Zn

.� (10)

After some iterations, the twin image is completely eliminated 
and the complex amplitude of the sample is reconstructed with 
an imaging resolution of pixel level.

As a consequence, our quasi-3D scanning scheme is sum-
marized as follows. The wePIE algorithm removes the noisy 
background and converts the volume data into the axial 
dataset. Then, the aligning and pixelation problems are solved 
by an image alignment algorithm and a bicubic interpolation. 
Finally, the processed axial dataset is fed to the MDPR algo-
rithm to retrieve an artifactless sample image.

3.  Simulation

3.1.  Background noise removal

The simulation of separating an object from the background is 
given in figure 2. The ground truth images, including the object 
and background, are shown in figures 2(a) and (b). The product 
of figures 2(a) and (b) serves as a compound object function. 
This compound function with lateral shifts is propagated to the 
detecting plane and intensity patterns are generated. Here the 
ePIE and wePIE algorithms with intensity patterns are used to 

Figure 1.  Workflow of our method.
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extract the background image. The simulated parameters are 
as follows: (a) the ground truth image is sampled with a size of 
600  ×  600 pixels; (b) the pixel size is 1.34 µm; (c) the diffrac-
tion distances are set as Zn = Z0 + (n − 1)d with Z0  =  1 mm 
and d  =  1 mm; (d) the wavelength of the plane wave is 532 nm; 
(e) the number of lateral shifts is 9  ×  9 (Nx  =  Ny   =  9) and the 
shift interval is 15 pixels. After 100 iterations, the object O 
and the background image P corresponding to Z1 are simulta-
neously retrieved in figures 2(c1), (c2) and (d1), (d2) for ePIE 
and wePIE, respectively. Both methods completely separate 
the background image from the compound transmissive func-
tion. The retrieved object quality of ePIE is superior to that of 

wePIE. This difference can be quantitatively indicated by the 
normalized correlation coefficient (NCC), where this metric 
close to 1 denotes a better retrieved result. The NCC conv
ergence curve of the two methods is plotted in figure  2(e). 
From the NCC curve, ePIE shows a faster convergence speed 
than wePIE for background removal in the noise-free case.

Simulations with the addition of Gaussian noise are dis-
played in figure 3. The parameters in figure 3 are the same 
as those in figure 2 except that a zero-mean Gaussian noise 
is imposed on the intensity patterns. After 100 iterations, 
the retrieved object and background with a noise variance 
of 0.001 are shown in figures 3(a)–(d) for ePIE and wePIE. 

Figure 2.  Numerical simulation of background removal for ePIE and wePIE. (a) Object; (b) background image; (c1) and (c2) retrieved 
object and background image of ePIE; (d1) and (d2) for wePIE; (e) convergence curve.

Figure 3.  Numerical simulation of background removal with zero-mean Gaussian noise for the ePIE and wePIE. (a)–(d) Retrieved results 
for ePIE and wePIE with noise variance of 0.001; (e)–(h) results with noise variance of 0.01.

Meas. Sci. Technol. 31 (2020) 045402
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Similarly, as noise variance is added to 0.01, the results of 
ePIE and wePIE are given in figures 3(e)–(h). Corresponding 
NCC values are labeled in each image. As clearly exhibited 
in figure 3, ePIE is very sensitive to noise. The NCC values 
dramatically decrease and the imaging quality is insufficient 
to separate the object from the background. On the contrary, 
wePIE possesses a compatible and robust imaging quality. 
Figures 2 and 3 prove that wePIE not only retrieves an intact 
background image but is also immune to noise.

3.2. Twin-image elimination

The retrieved object from wePIE still has the twin image, 
which will certainly reduce the imaging contrast. Here the 

multiple defocused images are used to remove the twin image. 
The number of axial measurements Nz is set as 5. After object 
estimations from Z1 to Z5 are separated by wePIE, these 
retrieved objects using equation  (9) are converted into axial 
modulus patterns. The patterns in Z1 and Z3 are presented in 
figures 4(a) and (b). With the use of the pattern in figure 4(a), 
the amplitude image of the sample can be easily retrieved in 
figure 4(d) by lensless in-line holographic microscopy (LIHM 
[22]). It is seen that twin image obviously affects the imaging 
contrast for LIHM. Figures  4(e)–(g) are three retrieved 
amplitudes by MDPR with 3, 4 and 5 axial modulus patterns 
after 20 iterations. The twin image is clearly wiped out and 
imaging contrast is enhanced. The corresponding convergence 
curve is pictured in figure  4(c), which further validates the 

Figure 4.  Numerical simulation of twin-image elimination with MDPR. (a) and (b) Axial modulus patterns in Z1 and Z3; (c) convergence 
curve; (d) retrieved amplitude by LIHM; (e)–(g) retrieved object by MDPR with 3, 4 and 5 axial modulus patterns.

Figure 5.  Experimental implementation of the lensless imaging with the quasi-3D scanning scheme.

Meas. Sci. Technol. 31 (2020) 045402
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effectiveness of MDPR. Ten iterations will be used in the fol-
lowing experiments, since iterative numbers larger than ten 
are stably convergent.

4.  Experiment

The experimental implementation of our quasi-3D scanning 
scheme is shown in figure 5. A fiber laser (532 nm) equipped 
with a collimated lens (Thorlabs, f   =  200 nm) outputs a plane 
wave to illuminate the sample. Two types of samples, reso-
lution charts or pathology slides, are mounted on a lateral 
translation stage. This 2D stage is assembled from two 1D 
translation stages (Thorlabs, MTS50/M-Z8). The increment 
of the lateral shift is set as 50 µm in the experiment. A cen-
tral region of 3400  ×  3400 pixels in a CMOS sensor (Sony, 
IMX206, 1.34 µm  ×  1.34 µm) is selected for the on-chip mea-
surement. This camera module is installed on a linear trans-
lation stage (M-403, Physik Instrumente Inc.) for the axial 
measurement and the interval of axial movement d is 2 mm.

The initial diffraction distance and the lateral shifts should 
be calibrated before performing our method. The calibra-
tion of the initial distance is regarded as a procedure of auto-
focusing. Refocusing images can be calculated by inversely 
propagating one of the diffraction patterns in Z1 over different 
distances. The image sharpness of these refocusing images is 
assessed, and the peak value shows where the focusing plane 
is located. Here a gradient-based image sharpness metric in 
[23] is applied for this purpose. For the estimation of lateral 
shifts, a cross-correlation map is computed to track a lateral 
peak position between the central pattern and other patterns, 

which reduces the requirement of machine accuracy for the 
lateral translation stage.

Figure 6 is shown to compare the wePIE with the ePIE 
algorithm for the background noise removal. A standard posi-
tive USAF 1951 resolution chart (Edmund Optics) serves as 
the sample. The number of lateral shifts is 9 by 9. The initial 
axial distance between the sample and sensor is calibrated as 
2.2 mm by the auto-focusing method. As the lateral intensity 
data in Z1 are fed to two algorithms, the retrieved objects of 
ePIE and wePIE are cropped and shown in figures 6(a1) and 
(b1). The FOV is identified as 4.56 mm  ×  4.56 mm (approxi-
mately 21 mm2). The central high-resolution regions of these 
retrieved targets are zoomed in figures  6(a2) and (b2). The 
background images are separated in figures  6(a3) and (b3). 
The imaging quality of wePIE is entirely superior to the ePIE 
result. Also, the result of ePIE presents a poor imaging con-
trast and element 6 of group 7 becomes distorted and blurred. 
As shown in figure  6(b3), a complete background image is 
extracted by wePIE. The defocused patterns from dust on the 
collimated lens and the glass slide are separated. Figure  6 
verifies that wePIE is more robust and stable than ePIE for 
background noise removal.

Figure 7 shows the retrieved images of the resolution chart 
by LIHM, MDPR and our method. The retrieved amplitude 
of LIHM is exhibited in figure  7(a1). The corresponding 
details are zoomed in figures 7(a2)–(a4). LIHM could finish 
a high-resolution reconstruction, but its imaging contrast is 
constrained by the twin image. For MDPR, two groups of 
experiments are employed; one is to adopt the plane wave illu-
mination, and the other removes the collimated lens and uses 
a fiber laser for spherical wave illumination. Twenty-one axial 

Figure 6.  Experiment of background image removal for ePIE and wePIE. (a1) and (b1) Retrieved objects for ePIE and wePIE; (a2) 
and (b2) are the regions zoomed from (a1) and (b1); (a3) and (b3) are separated background images by ePIE and wePIE. The white bar 
corresponds to 1 mm.
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intensity patterns (interval d  =  1 mm) are measured for the 
plane wave, and six axial patterns (interval d  =  0.1 mm) are 
recorded for the spherical wave. The image alignment method 
in [20] is performed to align all axial patterns. With these 
aligned patterns inputted into MDPR, the retrieved results 
of the plane and spherical wave illumination are shown in  
figures 7(b1)–(b4) and (c1)–(c4), respectively. In figures 7(b1)–
(b4), the image alignment algorithm is unable to solve the 
aligning problem caused by background noise, which makes 
the retrieved elements of group 7 blurred and unresolved. For 
the spherical illumination, this aligning problem could be alle-
viated in figure 7(c3) but the elements of group 8 cannot be 
clearly retrieved in figure  7(c4). Also, the interference-like 
fringe exists in the retrieved image shown in figure 7(c1).

Our method has the ability to thoroughly eliminate these 
artifacts of MDPR. During the procedure, wePIE (5  ×  100 
iterations), image alignment, bicubic interpolation and 
MDPR (ten iterations) are sequentially combined to process 
the recorded volume dataset. From the retrieved amplitudes in 

figures 7(d1)–(d4), our method achieves a dramatic enhance-
ment for both imaging contrast and resolution. To show the 
comparison quantitatively, we draw the plotlines of element 
3 of group 8 with different colors in figures  7(a4)–(d4). 
Particularly in figure  7(d4), element 3 of group 8 can be 
resolved by our method. This smallest resolved half-pitch 
reaches 1.55 µm and the pixel size of the sensor chip is 1.34 
µm. It can be seen that the combination of images taken ulti-
mately provides an image that has greater resolution than that 
of the image sensor used. To reach a higher resolution, multi-
frame image super-resolution, including the gradient-based 
method [24] and shift-and-add algorithm [25, 26], can be 
embedded in the basic reconstruction process of our method.

It should be explained that the volume dataset (9  ×  9  ×  5) 
is entirely sufficient for artifact-free image reconstruction. 
We reduce the required axial and lateral measurement times 
to seek an optimal solution. As the number of axial patterns 
ranges from 2 to 5 and lateral movement is set as 3  ×  3, 5  ×  5, 
7  ×  7 and 9  ×  9, the resolution charts are retrieved after 100 

Figure 7.  Experimental results of USAF 1951 positive resolution chart for different methods. (a1)–(a3) LIHM; (b1)–(b3) MDPR with 
plane wave illumination; (c1)–(c3) MDPR with spherical wave illumination; (d1)–(d3) our method. The white bar corresponds to 1 mm.

Meas. Sci. Technol. 31 (2020) 045402
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iterations. The corresponding higher resolution regions are 
given in figure 8. To quantitatively show this difference, the 
image with scanning times of 9  ×  9  ×  5 is chosen as a refer-
ence image. NCC values between the reference and retrieved 
images are listed in table 1. As shown in figure 8 and table 1, 
the NCC values lower than 0.99 undermine the imaging 
contrast, which proves that the minimum acceptable scan-
ning strategy is 5  ×  5  ×  4 for reducing measurement loads. 
Therefore, we use the scanning number of 5  ×  5  ×  4 for the 
following experiments.

To show the data efficiency of our method, we provide 
the retrieved results of our method and ePIE in figure 9. As 
the scanning times of ePIE increase from 9  ×  9 to 29  ×  29, 
we can observe that the twin image and noisy background in 
figures  6(a1) and (a2) are eliminated in figures  9(a1)–(a3), 

where the synthesized FOV is 3.5 mm2. In contrast, the results 
of our method using 5  ×  5  ×  4 are shown in figures 9(b1)–
(b3), where the achieved FOV is approximately six-fold 
that obtained by the ePIE method. As shown in figure 9(a3) 
and (b3), element 6 of group 7 is still blurred with the ePIE 
method. This bad performance of ePIE is attributed to two 
aspects: firstly, the overlapped ratio is still too small to retrieve 
all the information; secondly, the lateral shifts are not accurate, 
and the shift estimation algorithm in [27] should be added in 
the ePIE method. Anyway, the further improvement of ePIE 
on the overlapped ratio and shift estimation actually makes 
it time-consuming and cumbersome for whole-field image 
reconstruction. Figure 9 proves that our method outperforms 
the ePIE method in terms of resolution and FOV.

We prepare two types of pathological slides, rat kidney 
and intestine, to test the capability of biomedical imaging. 
The kidney slide stained with hematoxylin and eosin (H&E) 
was purchased from Magnacol Ltd. The intestine slides 
were homemade by the College of Veterinary Medicine 
(Jilin University) [28]. The corresponding mice (C57BL/6) 
were purchased from the Center of Experimental Animals 
of Baiqiuen Medical College of Jilin University. The mice 
were anesthetized and their colons (approximately 2 cm) 

Figure 8.  The retrieved resolution charts by different lateral and axial movement times.

Table 1.  NCC values for different scanning strategies.

9  ×  9 7  ×  7 5  ×  5 3  ×  3

Nz  =  5 1 0.9987 0.9962 0.9875

Nz  =  4 0.9950 0.9945 0.9923 0.9824

Nz  =  3 0.9761 0.9754 0.9728 0.9605

Nz  =  2 0.9363 0.9336 0.9286 0.9160

Meas. Sci. Technol. 31 (2020) 045402
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Figure 9.  Comparison of ePIE with 29  ×  29 raw holograms and our method with 100 raw holograms. (a1)–(a3) ePIE; (b1)–(b3) our 
method. The white bar corresponds to 1 mm.

Figure 10.  Experimental results of rat kidney for different methods. (a1)–(a3) LIHM; (b1)–(b3) MDPR with plane wave illumination; 
(c1)–(c3) MDPR with spherical wave illumination; (d1)–(d3) our method. The white bar corresponds to 1 mm.

Meas. Sci. Technol. 31 (2020) 045402
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were obtained and immersed in a phosphate buffer solution to 
remove the intestinal contents. Then the paraffin sections were 
prepared as follows: (a) fixed with formalin for 24 h; (b) 
graded dehydration with 70%, 85%, 95% and 100% ethanol 
was carried out for 15 min each time; (c) treated with 100% 
ethanol and xylene three times for 20 min each time; (d) par-
affin was sequentially embedded, sectioned and stained with 
H&E. The initial sample-to-sensor distances of the kidney and 
intestine slides are calibrated as 3.9 mm and 2.12 mm by an 
auto-focusing algorithm. Different from the resolution chart, 
biological samples have a complex 3D structure. The thick-
ness of pathology slides in our experiment was approximately 
8 µm. The axial resolution of lens-free imaging is close to this 
sample thickness [29]. Hence, these three pathology slides are 
regarded as the thin sample for the image reconstruction.

The retrieved amplitudes of the kidney slide are shown in 
figures  10(a1)–(d1). The regions labeled with the blue and 
red boxes are displayed in figures 10(a2)–(d2) and (a3)–(d3). 
The sizes of the blue and red box are 670 µm  ×  670 µm and 
268 µm  ×  268 µm. As the kidney slide is a dense sample, its 
imaging quality is easily impaired by background noise. The 
results of figures 10(a3)–(c3) reveal this drawback for LIHM 
and MDPR. The region of the red box is only reconstructed 
by our scheme. In particular, the cell nucleus of the pelvis 
area in figure 10(d3) can be resolved and observed. To further 
test the stability of our method, the intestine slide made by 
ourselves is used as the sample and its retrieved amplitudes 
are shown in figure 11. The two labeled regions are enlarged 

in figures 11(a2)–(d2) and (a3)–(d3). Similar to figure 10, our 
method has the apparent advantage in the image reconstruc-
tion of the rat intestine, where artifact noise caused by laser 
illumination is effectively eliminated.

5.  Conclusion

We propose a quasi-3D scanning scheme to mitigate imaging 
artifacts for a lens-free microscope with laser illumination. A 
volume of intensity data is measured by lateral object shifts 
and axial sensor movement. Our method is composed of back-
ground noise removal, image alignment and twin-image elim-
ination: the wePIE algorithm is used to separate background 
noise for each layer of lateral patterns and converts volume 
data into an axial dataset; then, the image alignment and 
the bicubic interpolation are performed to form an artifact-
less axial modulus dataset; finally, a complex-valued sample 
image is retrieved by MDPR with the processed axial patterns. 
Experiments show that the imaging artifacts can be effec-
tively eliminated and a pixel-level imaging resolution over a 
FOV larger than 20 mm2 can be achieved. For the imaging of 
pathology slides, the kidney and intestine of rats are recon-
structed with enhanced image contrast and resolution.

This work gives a stable and robust imaging prototype for 
the laser-based lens-free microscope. We also provide some 
further applications of our method. Firstly, equipped with a 
color image fusion technique, our method could enable a color 

Figure 11.  Experimental results of rat intestine for different methods. (a1)–(a3) LIHM; (b1)–(b3) MDPR with plane wave illumination; 
(c1)–(c3) MDPR with spherical wave illumination; (d1)–(d3) our method. The white bar corresponds to 1 mm.
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artifact-free point-of-care for pathological slide imaging. 
Secondly, as the linear stage is replaced with an LED matrix, 
the phase imaging capacity of our method could facilitate a 
portable and miniaturized device to monitor waterborne para-
sitic infections.
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