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Abstract. Bipartite graph is used to illustrate Low-density parity-check (LDPC) code by 
Tanner [1]. In this thesis, we introduce a new algorithm to depict LDPC codes. Cut-node 
tree(CNT), although appearing to be a tree defined in graph theory, can figure out all cycles of 
an LDPC. And this method can apply to decoding, help to prevent superfluous iteration in 
belief propagation (BP). 

1. Introduction 
In coding and decoding domain, Tanner graph(TG) is suitable for indicating constraints or equations in 
LDPC, and iterative decoding of forward error correcting codes [2]. See Fig.1. It can commendably 
compose longer codes, [3][4].  
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Figure 1. TG of an LDPC code 

 
For a codeword of FEC, N is the length of codeword. the transmitted variable, supposing, is 
{ }N,x,xx 1=  and unknown; instead of received value { }N,y,yy 1= , M Parity-check equations can be 

got, { }M,c,,ccc 21= . { }a
N

a ,f,ff 1=  is initial value of transmitted codeword(variable). Where
ix

is ith 

bit for a binary system of variable. 
Belief propagation (BP) algorithm of FEC or particularly LDPC code can be elaborated by TG 

[5]-[7], See Fig.2. 
a
jiR  represents check value from check jc to variable iv , and a

ijQ variable value from iv to check 
jc . 



CTCE 2019

IOP Conf. Series: Materials Science and Engineering 719 (2020) 012058

IOP Publishing

doi:10.1088/1757-899X/719/1/012058

2

1c 2c jc Mc

1v
2v iv Nv

af1
af2

a
if a

Nf

a
jiR a

ijQ

a
if

••• •••

••••••

••••••
 

Figure 2. BP decoding Algorithm of LDPC 
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Where ijα  is normalization value, satisfy ( ) ( ) 111 10 =+++ tQtQ ijij .  

2. Theory Of CNT 
In order to figure out all cycles of code. TG is re-drew to a tree, cut-node tree:  

(1)selecting a value ‘1’ in H, its variable node considered as root-node;  
(2)correspondingly,  all check nodes connected to the root-node as first-order child nodes; 
(3)when growing, a node, it is a leaf originally or it appeared in previous node, will be forbid to 

grow and become an end-node;  
(4)repeating(2) (3), at the end, a CNT can be got. If all nodes are connected, a single CNT can be 

got. Repeating this process until all end nodes are either cut-nodes or leaf nodes. See Fig.3: 
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Figure 3. Diagram of CNT algorithm 
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The initial value of matrix HH is H, when a node appeared in CNT , the corresponding element in 
HH replaced by zero; all elements of HH change to zero at the end of algorithm. 

3. Implement of Principle and Results 
Here for one example: 

(1)first, choosing a variable node 1, =iji hv , as root-node, the son nodes of this root-node are those 
check nodes which connect to it,  1, =iji hv ; 

(2)according to this principle, all child-nodes can be obtained. [6].  
Such as an LDPC code with check H: 


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H                            (5) 

CNT matrix used to express H by matlab. In fact, here tree matrix matches TG by element [i j k l 
m], [i j] states current node, [k l] states father node, m states times being cut, m=-1inherited, m=0 leaf. 

Root-node: [1 1 0 0 -1] 
Son-node Level1: [2 1 1 1 -1] [3 1 1 1 -1] 
Son-node Level2: [2 2 2 1 -1] [2 4 2 1 -1] [2 6 2 1 0] [3 3 3 1 -1] [3 4 3 1 1] [3 7 3 1 0] 
Son-node Level3: [1 2 2 2 -1] [3 4 2 4 2] [1 3 3 3 -1] 
Son-node Level4: [1 1 1 2 1] [1 3 1 2 1] [1 5 1 2 0] 
So, searched by a computer, all cycles of Eq.5 can be get by this algorithm. See Table 1. 
Cycle 1: [1 1]-[1 2]-[2 2]-[2 1]-[1 1] 
Cycle 2: [1 3]-[1 2]-[2 2]-[2 1]-[1 1]-[3 1]-[3 3]-[1 3] 
Cycle 3: [3 4]-[2 4]-[2 1]-[1 1]-[3 1]-[3 4] 

 
Table 1. Features of cycles about above example 

Parameters Values 
Sparsity 
Cycles 

Total length of cycles 
Average length 

Girth 
Maximum length 

Relativity 

0.43 
3 

14 
4.67 

4 
6 

1.5 
 

Here, H is a single CNT, with 5 cut-nodes, 3 leaf node and 3 cycles.  
In a graph without cycle, CNT just a tree defined by graph theory, but with cycles CNT can be got 

by cutting all cycles. 
CNT has all characters which TG contains. 

4. Conclusion 
In this paper, we give out CNT algorithm. If matrix H is large, such as H in DVB-S2, cycles entangle 
with each other, it is hard to solve all cycles. LDPC’s performances have certain relationship with 
characters of cycles. By CNT and matlab’s cell array, cycles can be figure out relatively easily. 

On the other hand, CNT can be applied in decoding algorithm to prevent redundant iteration in 
belief propagation algorithm. 
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