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Abstract. The rapid development of High Availability (HA) system has attracted growing 
attention from both industry and academia. Due to the network and hardware failure, a 
complete system would split into two or more separate partitions, which begin to compete for 
shared resources, resulting in system chaos and data corruption. In this paper, we propose a 
novel weight-based leader election approach for split brain in a distributed system. The leader 
of separate partitions would be elected by embedding an arbitration program in the client. 
Unlike the traditional mode, the leader election in our proposed approach is lightweight and 
fully automatic, meaning that no additional hardware resources or manual intervention are 
required. The approach presented in this paper has been validated to be valid through 
qualitative and quantitative experiments. 

1. Introduction 
With the development of information technology, the business scenarios become more complex and 
the amount of data to be processed becomes larger. In order to improve the performance in scalability, 
availability and reliability, the distributed storage system uses multiple servers to share storage load. 
As we know, the distributed system has advantages of low cost, flexible expansion capability and 
unified resource pool management by nature [1]. Thus, it has gradually replaced the traditional storage 
and becomes a powerful way for processing massive data effectively. However, due to the network 
and hardware failure, a complete system would split into two or more separate partitions. A split brain 
condition is the result of the partition, where each side believes the other is dead, and then proceeds to 
take over shared resources as though the other side no longer owns any resources. In this case, if each 
side continues to respond to reads and writes while they are unable to communicate with each other, 
the whole distributed system would diverge and no longer be consistent. Thus, the key to solve the 
problem of split brain is to select a leader from given candidates based on some strategies. In general, 
there are several common approaches of leader election to avoid split brain. In work [2], an approach 
based on dedicated access is proposed, which enforces that the separate partitions could continue to 
communicate to select the leader by adding a heartbeat line. This is the easiest way to avoid split brain 
from the perspective of engineering practice. Work [3] and [4] use additional detection nodes, like 
database, IP address or USB, as additional detection nodes, to form a new voting group with original 
partitions to conduct the leader election. In this approach, only the partition that could normally 
connect to the additional detection node has the right to vote as a leader. In work [5] and [6], a logical 
concept “region leader” is proposed to avoid the stale read, which requires that all reading and writing 
requests from clients must go through the “region leader” before they are processed, which guarantees 
the consistency of data reading and writing at the cost of client’s availability. 

Although these mentioned approaches could reduce the probability of split brain occurring in some 
scenarios, challenges still remain to be solved. First of all, there is also the possibility of disconnection 
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of the heartbeat line. In this case, the problem of split brain remains unsolved. Furthermore, the 
detection node-based approach works on the server layer, which not only leads to additional resource 
costs, but also requires manual completion. Finally, the region leader-based approach only could solve 
the split brain when a whole system is divided into three or more separate partitions, but no longer 
works when there are only two separate partitions. 

The main contributions of our work contain the following. 
• The arbitration process is lightweight. User only needs to install a program in the client 

instead of any additional hardware resources or manual interventions.  
• We assign weights to voters according to their service levels. In this way, we could get the 

minimum weights to guarantee the whole system high available. 
• We have improved the universality of the leader election approach to solve split brain so that 

it could keep working when there are only two separate partitions. 

2. Our proposed Leader Election Approach 
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Figure 1. The scenario of split brain in a distributed system. 

 
In order to solve the above mentioned problem, we propose a novel weight-based leader election 

approach for split brain in a distributed system. Figure 1 illustrates the scenario of split brain in a 
distributed system. In the traditional approaches, all voters have the same voting rights, meaning that 
all servers and additional detection nodes would immediately take part in the leader election when 
split brain occurs. However, only the existing server partitions could not elect a leader would the 
additional detection nodes be required for arbitration. Thus, in our proposed approach, voters are first 
assigned different roles according to their levels when split brain occurs. The server has three kinds of 
roles: speaker, senator and leader. On the contrary, the arbitration program in the client only has one 
role: senator. When a leader server could not receive the heartbeat signal in a given time threshold, the 
leader election begins and the role of servers becomes a speaker. In this case, speakers independently 
vote according to specific rules. Once a server receives votes from majority of speakers, its role 
becomes a leader and the election ends. To avoid an infinite loop, we set a threshold for the leader 
election. The role of servers becomes a senator and the arbitration program in the client is required if 
the threshold times out. Similarly, once a server receives votes from majority of senators, its role 
becomes a leader and the election ends. We also set a threshold for senators to start a new round of 
voting. Figure 2 illustrates the role change of voters in a leader election process. 

In a large-scale distributed system, business process applications and databases are usually 
deployed across regions, which become quite sensitive to access delays. If the leader node randomly 
switches to a server in another area, it might lead to massive accesses to remote resources, greatly 
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increasing response time. Thus, we assign different weights to corresponding voters, which could be 
flexibly modified according to resource deployment requirements. We design a two-stage process for 
leader election. The first stage is the unified lease time in the distributed system, while the second 
stage is decided by the weight, which means that the senator whose weight is larger would earlier 
conduct the self-election operation. To further quantitatively explain our proposed approach, we 
assume that there are m servers and $n$ clients, where m>1. We define the variable Sweighti to 
represent the weight of server i and Cweightj to represent the weight of client j. Thus, the minimum 
weights to keep the system high available could be expressed as Equation (1). 

 𝑊𝑒𝑖𝑔ℎ𝑡𝑚𝑖𝑛 > 1
2

(∑ 𝑆𝑤𝑒𝑖𝑔ℎ𝑡𝑖𝑚
𝑖=1 + ∑ 𝐶𝑤𝑒𝑖𝑔ℎ𝑡𝑗𝑛

𝑗=1 ) (1) 

In addition, there is a weight detection mechanism to ensure the priority of voter weights. The 
leader node broadcasts and detects all the voter nodes that could be connected. If the voter node with 
higher weight is found, the new node would actively initiate a role transfer to take over the leader role. 
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Figure 2. The role change of voters in a leader election process. 

3. Performance Evaluation 
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Figure 3. The comparison of unavailable time among different approaches. 
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To further quantitatively evaluate our proposed approach, we perform a series of quantitative 
experiments, which are performed on six PCs, each with 6GB of memory, 3.07 GHz CPUs. 
Furthermore, four PCs run as servers and two PCs run as clients. These servers form a distributed 
system and communicate with each other through heartbeat lines. In order to simulate the scenario of 
split brain, we randomly assign weights to PCs and cut off heartbeat lines among servers every 100 
milliseconds. The sampling time is 1000 milliseconds and final results are illustrated as follows. 
Figure 3 illustrates that the unavailable time in our proposed approach is significantly lower than that 
in other two approaches. Figure 4 shows the average CPU utilization of arbitration program in the 
clients, which only takes about 2 percent of the whole CPU. 
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Figure 4. The CPU utilization in a leader election process. 

4. Conclusions 
In this paper, we present a novel weight-based leader election approach for split brain. To reach the 
goal, we initially install an arbitration program in the clients. Furthermore, we assign weights to voters 
and make them automatically perform the leader election. Finally, we validate our proposed approach 
to be valid through a series of quantitative experiments. 
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