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Abstract. Social networks have played a very critical role in very aspect of our daily life. 
However, a wide variety of bots have been found which are designed for some malicious 
purposes such as spreading spam mes- sages and faking news. Although various techniques 
have been proposed, this task is still challenging if we want to judge whether the tweets are 
posted by a bot or not merely based on the textual information. For this challenge, the Deepbot 
is designed which adopts the Bi-LSTM model to analyze tweets and a Web interface is 
provided for public access which is developed using Web service. From our empirical studies, 
this system can achieve better classification accuracy. 

1. Introduction 
Social networks, e.g., Twitter and Facebook, have played a more and more important role in our daily 
life. Users prefer to share their information via Social networks and are susceptible to the messages 
posted by other users. This naturally results in the pervasive of social media bots which keep on 
forwarding messages or faking news. This phenomenon is particularly serious for Twitter. Generally, 
Twitter users could post millions of tweets including textual messages and other rich format messages 
such as images and videos per day. According to [10], it is estimated that around 48 million registered 
Twitter users are bots. Some of these bots simply forward news and automatically update its status. On 
the contrary, a majority of these bots keep on spreading spam messages or fake news which may cause 
serious consequence such as misleading the political election. 

To detect such bots, various techniques have been proposed in the literature. However, this task is 
still challenging. Actually, bots with fixed patterns such as regularly updating status or forwarding 
messages could be easily detected. However, some bots try to mimic the behaviour of human beings 
and thus are hard to detect. This attracts more and more research efforts from both the industry and the 
academic. Some commercial websites like Botcheck[1 https://botcheck.me/]    detects account related 
features and tries to discover the outliers from these    features such as Join date, follower count, 
tweeting rate, retweeting rate, and tweet text. Bot Sentienl[https://botsentinel.com] identifies bot based 
on the inappropriate activities of bots. [11] Extracts several graph-based features as well as some 
content-based features to detect the bots sending spam messages. 

Apparently, this task is challenging as the latest bots are designed to mimic human beings to post 
tweets. Thus, the semantic content of tweets posted should be analyzed. In this paper, we propose a Bi-
LSTM based Web application which can quickly detect bots based on only one piece of tweet. Based 
on the analysis results, the system outputs the probability that whether the input tweet is posted by a bot 
or not. 
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2. Related Works 
Social network bot detection has long been studied in the literature [1, 2, 4, 9]. Most of existing works 
focus on the account level classification. In these approaches, the abnormal accounts are detected as 
they may share similar features like email address and account creation datetime [6]. Some works 
found that bots usually post tweet using automatic devices with hijacked IP address [1]. Similarly, their 
social ties as well as their topological network structure could be used to detect abnormal accounts. 

On the contrary, some researchers treat the bot detection issue as a classification task. In these works, a 
number of features are designed for the classification task which are the number of followers or friends, 
the ratio of the friends to followers, the percentage of bi-directional friends, and the standard deviation 
of unique numerical IDs of followers and friends [7]. Authors in [11] proposed a social graph using 
trending topics, replies and mentions to build the classifier. In, the authors utilized the synchronization 
features of bots for detection. And [5] adopted the deep learning approach to detect bots. In their work, 
a basic version of LSTM model is built and both the account information and the tweets’ contents were 
used as the model input. Although this work could achieve comparably good results, they need a large 
amount of labeled tweets to train model which involves a high manual labeling cost. Alternatively, we 
propose this new technique which is Bi-LSTM based approach and it only requires a small number of 
training data. This proposed approach can save the labeling cost and can achieve better classification 
results. 

3. The Proposed Deepbot 
The proposed Deepbot contains two components: a trained Twitter bot classifier and a Web interface 
developed using Web service for public access. 

3.1. Twitter Bot Classifier 
The Twitter bot classifier is proposed based on a deep neural network model to determine whether the 
input tweet is posted by a bot or not. To represent the textual features of tweets, First, we embed the 
tweets into vectors using the Global Vectors for Word Representation (GloVE) [8]. This pre-trained 
word embedding matrix is denoted as E ∈ R|e|×|V | , where |e| denote the length of each word after 
embedding and |V | is the total number of vocabulary V . Let D denote the number of words in the i-th 
tweet (Si).  Then, each tweet Si could be embedded as a matrix S RD×|e| by replacing all the words 
with the corresponding word vector v in E. 
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Figure1. The architecture of the proposed Deepbot. 
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The proposed Deepbot customizes the Bi-directional Long Short Term Memory (Bi-LSTM) [12] to 
analyze the input tweets and automatically extracts the important textual features. By doing so, it can 
largely save the manual cost for feature selection and is helpful to build a robust feature space for the 
learning of a more accurate classifier. For each tweet matrix S, it consists of D word vectors and we 
have S = [v1, v2, . . . , vD]. As shown in Figure 1, S is treated as a sequence and will be fed into the Bi-
LSTM as the input. Then, the Bi-LSTM will store both the long term useful historical textual features 
but also the short term textual features in the cell unit. The first layer of the adopted Bi-LSTM 
outputs the hidden state  ℎ𝑙1  ∈ 𝑅D×2u, u is the unit number of the single Bi-LSTM cells. And the hl1 
is then sent to an attention layer which can calculate the importance probability P for each word. This 
attention mechanism can help the network focus on more important words. Then, the  ℎ𝑙1 × 𝑃𝑖  is sent 
to the second Bi-LSTM layer. The second layer only outputs the results of the last cell, i.e.,  ℎ𝑙2  ∈ 
𝑅1×2u. The ℎ𝑙2 is then inputted to two fully connected layers with the Relu as the active function. To 
avoid the over fitting issue, two drop layers are placed between the fully connected layer and the final 
output layer. 

To train the Deepbot, the public dataset is adopted and its link is provided 
[https://pan.webis.de/clef19/pan19-web/author-profiling.html]. This dataset contains 412,000 
annotated tweets posted by 2,060 bots and 2,060 humans, respectively. Its training and testing data are 
already prepared. The training set includes 144,000 tweets posted by bots and 144,000 tweets by 
human and the testing set includes 62,000 bots’ tweets and 62,000 humans’ tweets. In the model 
training process, we choose “Binary Cross Entropy” as the loss function. The optimizer is “Adam” [3] 
and the batch size is set to 512. The Deepbot is trained on RTX2080. Finally, we got 79.64 accuracy in 
test set and the ROC is 87.04. 

 

 
Figure 2. The ROC curve. 

3.2. Web Interface 
To allow users to access this Twitter bot classifier through the Internet, we provide a public accessible 
interface developed using Web service. This interface allows a user to upload the tweet and returns the 
classification result (probability that the tweet is posted by a bot or not) to that user. For the server side, 
we use Flask, a micro framework developed in Python, to return JSON data generated by the Deepbot. 
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The working procedure is as follows. After the Web service starts, then the classifier is loaded into the 
main memory and wait for the message. For the front-end side, we adopt Vue.js to control the data flow, 
such as receiving user’s message, posting the tweets to the server, and displaying the returned results. 

4. Conclusion 
The proposed Deepbot consists of two components which is the bot classifier and the Web interface. In 
the near future, we will further enhance the model classification ability by designing a more 
sophisticated deep neural network structure and try to make the Web system of Deepbot to support the 
high concurrency access. 
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