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Abstract

We present here the weak gravitational lensing detection of four nearby galaxy clusters in the southern sky: A2029,
A85, A1606, and A2457. The weak lensing detections of A1606 and A2457 are the first in the literature. This work
capitalizes on the wide field of view of the Dark Energy Camera at the Cerro Tololo Inter-American Observatory,
which we use to obtain deep, multiwavelength imaging of all targets. We publish maps of the clusters’ projected
mass distributions and obtain the M200 of their clusters through Navarro–Frenk–White profile fits to the 2D
tangential ellipticity signal.

Unified Astronomy Thesaurus concepts: Abell clusters (9); Galaxy clusters (584); Weak gravitational
lensing (1797)

1. Introduction

Galaxy clusters are the largest virialized structures in the
universe and a key to solving the problem of dark matter. Offsets
between the dark matter halo center and the brightest cluster
galaxy (BCG) probe the cross section of self-interacting dark
matter (Harvey et al. 2019). The shape of the cluster mass density
profile also has a direct connection to models of warm or decaying
dark matter (Wang et al. 2014). Moreover, because galaxy clusters
virialize late in cosmic history, cluster number counts as a function
of mass and redshift are powerful tests of dark energy.

In this paper, we present 2D projected mass maps for four
nearby (z< 0.10) galaxy clusters observed with the Dark
Energy Camera (DECam): A2029, A2457, A85, and A1606.
We reconstruct cluster masses through their weak gravitational
lensing signal: the distortion of background galaxy images by
the foreground gravitational potential. This distortion manifests
as a tangential alignment (or shear) of background galaxy
images. By correlating the measured shapes of the background
galaxies, a 2D map of the projected cluster mass can be
recovered. Weak lensing (WL) is well suited to cluster studies,
as it is a universal feature of galaxy cluster observations and
measures the cluster’s mass distribution without needing to
make assumptions about the dynamical state of the baryons.

There are several advantages to performing cluster WL
studies in the local z0.10 universe. Nearby clusters tend to
be well studied in the optical and X-ray, facilitating the study of
the relative distributions of dark matter and baryons. Low-
redshift clusters subtend a large angle on the sky, making it
easier to accurately measure the centroid and shapes of their
mass density profiles. Member galaxies in these nearby clusters
appear brighter, which makes it easier to create pure back-
ground galaxy catalogs (a problem for cosmological surveys of
higher-redshift clusters). Eventually, these factors will lead to
tighter constraints on models of self-interacting dark matter
than might otherwise be possible with higher-redshift cluster
samples. Finally, all-sky X-ray and Sunya’ev–Zeldovich
surveys are effectively complete at these low redshifts. Maps
of WL like the ones presented in this study will robustly
calibrate the relation between mass and observable (e.g., X-ray
emissivity) at low redshift—a crucial component of galaxy
cluster-based dark energy studies.

The rest of this paper is organized as follows. Section 2
summarizes WL theory, and the cluster data set is introduced in
Section 3. In Sections 4.1 and 4.2, the data reduction and
catalog creation are discussed, including the point-spread
function (PSF) correction scheme. Our methods for WL
analysis and mass normalization are presented in Section 5.
The results of our analysis are presented in Section 6, and we
conclude with future directions for our research in Section 7.

2. Theory

By deflecting and distorting the images of galaxies in their
background, massive objects like clusters act as gravitational
lenses. The convergence κ is a scalar quantity equal to the
Laplacian of the gravitational potential of the lens and is
represented by a weighted surface mass density Σ:
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The critical surface mass density Σcrit of the lens depends on
the angular diameter distances to the background galaxy Ds, the
lens Dl, and Dls, respectively.
Observations of gravitational lenses return the reduced
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. The convergence κ produces an isotropic
magnification of the galaxy image, while the shear γ produces a
curl-free stretching in the direction tangential to the lens. Areas
of κ=1 define the WL regime, in which the distortion of
background galaxy images produced by the lens is much
smaller than the galaxy images themselves. In the WL regime,
the reduced shear measured on galaxy images is an unbiased
estimator for the projected mass density of Equation (1). For a
comprehensive treatment of WL theory, see reviews by
Bartelmann & Schneider (2001) and Wittman (2002).
Because the lensing potential induces curl-free distortions in

galaxy images, we estimate the reduced shear with the
tangential ellipticity:

f f g= - +e e ecos 2 sin 2 2 . 2tan 1 2( ( ) ( )) ( )

The variables e1 and e2 in Equation (2) are the polarization
states of background galaxies with complex ellipticities e; f is
the azimuthal angle from the fiducial center of mass to the
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galaxy. In the absence of a gravitational lens (and spurious
ellipticity from the PSF), the azimuthally averaged á ñetan

vanishes. Hence, the á ñetan is an unbiased estimator for the
WL shear γ at a location in the observation.

Because it is a curl-free statistic, in analogy with electro-
magnetism, Equation (2) is sometimes called the E-mode
signal. A divergence-free statistic, the B-mode, is obtained by
rotating Equation (2) through π/4 rad:

f f= -e e ecos 2 sin 2 . 3c 2 1( ) ( ) ( )

Since most systematics are expected to add equal power to
the E- and B-modes (Jarvis et al. 2003), B-mode maps
generated with ec probe systematic errors in our analysis.

Galaxy shapes are convolved with the PSF of the telescope
and atmosphere. The PSF circularizes the objects (thereby
diluting the WL signal) and induces ellipticities into the galaxy
shapes that can mimic the WL signal. To recover pre-seeing
shapes and an unbiased etan, we use the KSB algorithm
developed in Kaiser et al. (1995), Luppino & Kaiser (1997),
and Hoekstra et al. (1998) and extended by Erben et al. (2001).
In this scheme, the observed ellipticity eobs of a galaxy is the
sum of three components:
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The galaxy’s intrinsic ellipticity is represented as e0ˆ . The “pre-
seeing” shear polarizability tensor Pg contains a correction for
the (isotropic) circularization induced by atmospheric seeing
and the shear polarizability tensor Psh, which describes the
galaxies’ susceptibility to astrophysical shear. The stellar
anisotropy kernel  e Pobs sm describes the anisotropic part of
the PSF and is measured from the ellipticities of observed stars
in the observation. The smear polarizability tensor Psm

characterizes the susceptibility of objects to PSF anisotropy
and depends largely on the object size. Averaged over many
background galaxies with no intrinsic alignment, the KSB
algorithm returns the reduced shear:
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Since, in general, the off-diagonal part of the Pg tensor is
much smaller than the trace, the following approximations are
made:
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These approximations have the effect of simplifying calcula-
tions and also reducing sensitivity to noise (Erben et al. 2001;

Heymans et al. 2006). The e1 and e2 of Equation (2) are then
replaced by the equivalent polarization states of ĝ.
After PSF correction, we identify shear peaks using the

aperture mass statistic Map (Schneider 1996). For discrete
background sources, the aperture mass statistic has the form
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where the sum is taken over all galaxies in the observation and
n is the number density of galaxies in the image. Formally,

q q-Q 0(∣ ]) is a weight function that maximizes the signal-to-
noise ratio (S/N) of the observation over some characteristic
scale θ0 and vanishes on a scale larger than the filter’s
“aperture.” By design, Map is a local measurement involving
only the shear from galaxies within an angle θ0 of the center at
position θ.
In this work, we use an approximate Weiner filter for

Navarro–Frenk–White (NFW) halos in the presence of large-
scale structure “noise” (Schirmer et al. 2004) in calculations of
aperture mass. The filter is given as
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where RS is the filter radius and x=r/RS is a scaled distance
between the cluster center and the point in consideration. To
optimize this so-called Schirmer filter for detection of NFW
shear profiles, the parameters in Equation (8) are tuned to
a=6, b=150, c=47, d=50, and xc=0.12 (Hetterscheidt
et al. 2005). Noting that the Schirmer filter weights peak
sharply at a value of x Rc S, the structures identified have a
characteristic size of ∼0.12RS.

3. Cluster Sample

All observations were taken with the DECam at the Cerro
Tololo Inter-American Observatory’s 4 m telescope. The
DECam imager consists of 62 2048×4096 pixel science
CCDs (60 of which are currently operational) arranged in a
hexagon and captures 2.2 deg2 at 0 265 pixel−1 scale in one
exposure (DePoy et al. 2008; Flaugher et al. 2015). In the rest
frame of our average cluster redshift of z=0.06, the camera
spans an area 9.2 Mpc wide. With this field of view, DECam
allows us to image the entire virial region of a low-redshift
cluster in a single pointing, making the instrument a natural
choice for our project.
Clusters in this project are drawn from two separate

observing programs: a dedicated campaign by J.M. and a
DECam program by A.v.d.L. to obtain scaling relations for
cluster cosmology. As a consequence, the data were taken
under a range of seeing conditions, a situation for which we
control in our analysis. In addition, the WL shape measurement

Table 1
Clusters Analyzed in This Study

Name Redshift α δ Shape Analysis Filter Photometry Filters
(z) (J2000.0) (J2000.0) and Total Exposure Time and Total Exposure Time

A2029 0.0774 15 10h m58 7 +05°45′42″ i (4920 s) u (2200 s) g (3150 s) r (3700 s) z (5900 s)
A1606 0.0963 12 44h m36 4 −11°59′24″ i (5890 s) u (1900 s) g (2200 s) r (2760 s) z (3400 s)
A85 0.0557 00 41h m37 8 −09°20′33″ r (3530 s) u (6630 s) g (2900 s) i (1500 s) z (1330 s)
A2457 0.0591 22 35h m40 3 +01°31′34″ r (3230 s) u (6740 s) g (4200 s) i (1500 s) z (4200 s)

2

The Astrophysical Journal, 893:8 (16pp), 2020 April 10 McCleary, dell’Antonio, & von der Linden



(see Section 5) is carried out in two different wavelengths:
clusters observed by A.v.d.L. have their shape measurement
performed in the DECam i band, while clusters observed by J.
M. have their deepest data in r. Clusters were observed in r (or
i) when the seeing FWHM reached <1″ and in ugi(r)z
otherwise. Accordingly, the shape analysis quality imaging has
uniformly good resolution, as well as a greater depth than the
imaging in other filters. Data in nonshape analysis filters are
used to provide color information for photometric redshifts (see
Section 4.2).

At present, the full sample comprises 11 Abell clusters for
which all required observations are complete. Member clusters
were selected for X-ray luminosities greater than LX>1044 erg
(a proxy for high mass), z  0.12,4 and existing X-ray data
sufficiently deep to allow comparison of dark matter over-
densities and the hot cluster gas. In this phase of the study, we
restrict ourselves to those clusters overlapping with the Sloan
Digital Sky Survey DR9 footprint to facilitate photometric
calibration of the images used for the photo-z determination:
A2457, A1606, A85, and A2029. Observation information for
these four clusters is summarized in Table 1.

4. Methods: Catalog Creation, Calibration, and Cuts

4.1. Methods: Data Reduction

The NOAO has made available the DECam Community
Pipeline (CP), an automatic, high-performance processing
system that applies the best instrumental calibrations available
at the time the data are collected. The CP includes bias
calibration, cross talk, masking and interpolation over saturated
and bad pixels, CCD nonlinearity and the flat-field gain
calibration, fringe pattern subtraction, astrometric calibration,
single-exposure cosmic-ray masking, characterization of photo-
metric quality, sky pattern removal, and illumination correc-
tion. In addition to sky images, the CP produces inverse

variance weight maps for DECam science exposures. These
contain information on, e.g.,transient objects or bad pixels that
should not be included in the final stacked image. For full
descriptions of the DECam pipeline processing system, see
chapter 4 of the NOAO Data Handbook (Shaw 2015).
Reprojection of CCD image subsections is accomplished

with SWARP. The combination of images is performed using a
clipped mean extension, which is exceptionally stable to a wide
range of artifacts in individual frames and produces a stacked
image whose PSF is a linear combination of the single-frame
PSFs (Gruen et al. 2014). To avoid degrading the final stacked
images, any exposures with a stellar FWHM greater than
∼1 75 are excluded. We also create for each cluster a lensing-
quality stack only from CCD images with stellar FWHM less
than 1″. Shape measurement is based on the lensing-quality
stacks.

4.2. Catalog Creation and Filtering

As in McCleary et al. (2015, hereafter JM15), background
source catalogs from our cluster image stacks are generated
with SEXTRACTOR. We characterize source galaxies with
aperture magnitudes of 15 pixels in diameter (much larger than
the seeing) and run SEXTRACTOR in dual-image mode. To
avoid introducing filter effects into the aperture magnitudes,
image stacks in all bandpasses are convolved with a Gaussian
filter that degrades the stellar FWHM to match the worst stellar
FWHM in the set (usually u). However, if the seeing
differences are too large, the Gaussian scaling of the PSF is
expected to break down. We therefore adopt the strategy of
Weighing the Giants and limit the maximum PSF size of any
included images to no more than the seeing of the detection
image plus 0 3.

Figure 1. Best-fit BPZ redshift plotted against BPZ redshift for all clusters. Figure 2. Diagram of size (x-axis, “rh” vs. magnitude; y-axis, “MAGAUTO”)
from the source catalog of A85. The plotted size rh is the ANALYSELDAC half-
light radius, and magnitudes are the SEXTRACTOR MAGAUTO, designed to give
the most precise estimate of “total magnitudes” for faint objects. The green box
marks stars selected for use in the KSB PSF correction.

4 We choose this cutoff for the low-redshift sample, as opposed to z=0.10 or
0.14, because z<0.12 is the completion threshold for clusters of LX=1044

erg in the flux-limited RASS survey.
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Low SEXTRACTOR significance and deblending thresholds
yield highly complete catalogs of galaxies but also a fair
number of spurious detections. These “objects” are filtered out
with a number of quality cuts common to all WL analyses. For
every cluster, we filter out objects fainter than the 50%
completeness limit in that cluster’s lensing band: r=24.3 for
A2457, i=23.9 for A1606, r=24.2 for A85, and i=24.4
for A2029. The error bar on all limits is ±0.02 mag. We also
filter out both stars and small, poorly measured objects though
a requirement that objects be 15% larger than the size of the
stellar PSF (ANALYSELDAC half-light radius rh2.1; see
Section 5.1).

4.3. Photometric Redshift Fitting

The images of galaxies in the foreground of clusters (and the
cluster galaxies themselves) do not experience shear from
gravitational lensing; their presence in the source catalog
dilutes the measured aperture mass, and they should therefore
be filtered out. In addition, the angular diameter distances to the
sources DS and between the sources and lens DLS must be
known to obtain mass normalizations for the cluster aperture
mass maps (see Equation (1)). To filter out low-redshift
contaminants and obtain angular diameter distances, galaxy
redshifts are obtained using the Bayesian photometric redshift
software BPZ (Benítez 2000; Coe et al. 2006) with the standard

Figure 3. Illustration of the PSF correction applied to the A85 stars highlighted in green in Figure 2. The top left panel shows the uncorrected stellar ellipticity pattern,
traced out by lines at the position of each star. The line lengths are proportional to the magnitude of the ellipticity e∣ ∣, and line orientations are equal to
f =  e earctan1

2 2 1( ). The top right panel shows the distribution of uncorrected e1 and e2 values. The bottom left panel shows the residuals in the stellar ellipticity
pattern after correction with a ninth-order polynomial; the distribution of corrected e1 and e2 values is shown in the bottom right panel. The mean stellar ellipticity has
been reduced from 3.6% at the edges of the field to 1%.
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HDFN prior, the SWIRE template library (Polletta et al. 2007)
with eight levels of interpolation between neighboring
templates, and probability spikes at the cluster redshifts.
Redshifts are considered over the range 0.005<zBPZ<3.0.

Robust photometric redshifts require accurate photometric
calibration. Training sets of galaxies with spectroscopic
redshifts are used to calibrate zero-point offsets in each filter;
spectroscopic redshifts are obtained with the NASA/IPAC
Extragalactic Database.5 Redshifts for A85 come from Agulli
et al. (2016). For A2029, redshifts of 1215 galaxies are
obtained from Sohn et al. (2019). Redshifts for A2457 are
taken from Gullieuszik et al. (2015). For A1606, we use the
redshifts published in Tucker et al. (2000). A scatter plot of
spectroscopic versus photometric redshifts is shown in
Figure 1. The median Δz=(zBPZ−zspec) scatters around
0.001 but with a high σΔz∼0.21. This range is larger than the
per-galaxy rms error found by, e.g., Kelly et al. (2014). Our
larger error bars may be attributed to the very low redshifts of
the cluster members that make up a disproportionate number of
the spectroscopic sample and the known difficulties of BPZ
with low-redshift clusters. Provision is made for the uncertainty
in Δz in the creation of a background galaxy sample by using
the BPZ posterior probability distributions. Galaxies promoted
to analysis in Section 5.2 are required to have less than a 20%
probability of being at a redshift below the cluster redshift, plus
a margin of 0.1: < + P z z 0.10 20%BPZ clust( ) . We found
that this method of background galaxy selection yields higher-
S/N aperture mass maps than when a background sample
based on a single-point redshift cutoff is used.

5. Methods: WL Analysis

5.1. Shape Measurement, PSF Correction, and STEP
Calibration

Telescope optics induce anisotropy in the PSF of observed
objects (the Psm tensor in Equation (4)), making their shapes
locally correlated and mimicking the WL shear signal. The

PSFs on telescopes like DECam are 2%–4% elliptical,
dwarfing the lensing signal from the cluster. The PSF has an
additional isotropic component from atmospheric “seeing,”
which circularizes object shapes and dilutes the WL signal. The
removal of the PSF from the images of observed galaxies is
thus crucial to the success of WL analyses.
We adopt the KSB algorithm for PSF correction, which

simulations such as STEP2 (Massey et al. 2007) have shown to
perform well in the low-shear regime. The KSB algorithm
assumes that the PSF can be described as the convolution of a
compact anisotropic kernel and a large isotropic kernel, and the
correction is applied at the catalog level (rather than convolved
directly with telescope images). To facilitate this stage of our
analysis, members of the Weighing the Giants team shared the
pipeline for the KSB implementation described in von der
Linden et al. (2014, hereafter WTG1). We describe our
application of the Weighing the Giants shape measurement
pipeline; WTG1 Sections 5.1–5.6 and references therein
contain a complete discussion of the software.
SEXTRACTOR shape catalogs and images are supplied to the

ANALYSELDAC code, which returns the second intensity
moments and tensor components of sources in the observations.
In the limit of a perfectly isotropic PSF, stars are perfectly round
( ~e 0∣ ∣ ), so the PSF correction is determined from a sample of
bright but unsaturated stars, which is identified from the size–
magnitude diagram of Figure 2. The region highlighted in green
in Figure 2 reflects a balance between keeping as many stars as
possible to cover the entire field of view and a clean sample of
stars to avoid circularizing away the ellipticity signal of small
circular galaxies in the region where the stellar locus merges into
the galaxy distribution.
The PSF anisotropy  eP Psm obs sm( ) is measured at the

location of each star, and its variation across the field of view is
interpolated using a polynomial model in x and y. As in WTG1,
a 10-fold cross-validation procedure is used to determine the
best order of polynomial fit. The stars used for PSF correction
are first randomly subdivided into 10 groups. Each order of
polynomial fit to the stellar ellipticity is recomputed with stars
in nine of the 10 groups, and the residuals of the fit are
computed on stars in the 10th group. In this way, ellipticity

Figure 4. Illustration of the PSF isotropy correction as a function of position and object size for A85. Left: T as a function of object size. The spread for a given
object size reflects the spatial variation of T plotted on the left. The dashed blue line shows the mean rg of stars in the A85 observation, while the thin blue line shows
the minimum size cutoff of 1.5 pixels for rg. Right: variation of =  T P PTr Trsh sm[ ] [ ] across the DECam field of view. Each point marks the location of a star, and
the color indicates the value of T when evaluated with a weight function of radius g

br =3.1 pixels or 0 82.

5 The NASA/IPAC Extragalactic Database is operated by the Jet Propulsion
Laboratory, California Institute of Technology, under contract with the
National Aeronautics and Space Administration.
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residuals are available for each star without actually using that
star in the fit. The procedure repeats for all groups of stars and
all polynomial orders. The polynomial order that minimizes the
sum of the standard deviation of the two ellipticity components
e1 and e2 is chosen as the best fit and applied to all objects in

the catalog. Owing to the large size of the DECam field of
view, the PSF variation in our catalogs was best captured by
high-order polynomials (ninth up to 12th order). Since there are
of order 10,000 stars per cluster, this is a highly constrained

problem despite the large number of degrees of freedom. An
example of a successful solution is shown in Figure 3.
After the anisotropic part of the PSF has been corrected, the

isotropic part of the PSF (Pg in Equation (4)) may be
determined by measuring =  T P PTr Trsh sm[ ] [ ]. The sus-
ceptibility of objects to the isotropic component of the PSF
depends strongly on their size, which is expressed in the KSB
formalism with a Gaussian weight function of width g

br . Here

the weight g
br is set to the objects’ measured sizes gr . As the

Figure 5. Correlations computed between ellipticity components for objects in the A85 (top) and A1606 (bottom) observations. Units for all plots are ellipticity
squared, modulated by the amplitude of the correlation. Error bars are the variance in each bin.
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physical size of the PSF varies within the field of view of a
telescope, T also varies spatially, independent of the object
size. The left panel of Figure 4 shows the spatial variation of T
for a representative value of the weight function g

br .
Given the best-fit anisotropy polynomial, T is computed at

discrete values of the weight function rg
b over the range 0.33 �

g
br �18 in 0.33 pixel increments. At each bin in rg

b, we fit the
spatial variation of T with a second-order polynomial, which
suffices to capture its spatial variation. Each object in the catalog
is then assigned a T based on the object’s own size rg and

position in the field of view. The right panel of Figure 4 shows
that T is roughly linear with size rg for objects significantly
larger than the PSF (marked by the blue dotted line). Figure 4
shows significant pixelization artifacts for objects about the size
of the PSF, which explains the size cut imposed in Section 4.2.
For comparison, the median rg value of stars in our catalog is
shown as a dashed blue line.
Galaxies in the catalog must be corrected for the tendency of

the KSB algorithm to underestimate shear, which will lead to
an underestimate of the cluster masses (Erben et al. 2001). We
use the procedure of WTG1 and Applegate et al. (2014),

Figure 6. Same as Figure 5 but for clusters A2457 (top) and A2029 (bottom).
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themselves based on the simulations from the STEP2 Project
(Massey et al. 2007), to calibrate ellipticities as a function of
the S/N and size of each galaxy.

Once the anisotropic and isotropic parts of the PSF are
computed for every object in the catalog, the reduced shear ĝ is
given by Equation (5). Although no upper size cut is applied to
the catalogs, as the clusters in our samples are at very low
redshifts, we apply a cut of <g 1.4ˆ before submitting galaxies
to WL analysis as a control for unphysical PSF corrections.
Only ∼10% of objects larger than the PSF failed to meet this
criterion. After all cuts have been applied, the final A2029
catalog has 210,206 objects, the A85 catalog has 197,456
objects, the A1606 catalog has 199,219 objects, and the A2457
catalog contains only 160,758. The corresponding background
galaxy density ranges from 14 to 16 galaxies arcmin–2.

The quality of the PSF fits can be judged with two-point
ellipticity correlation functions, given as

q= á ´ + ñr rC e e , 9i i i( ) ( ) ( )

where ei is the ith ellipticity moment of an object at position r,
and brackets denote an average over all pairs within a
separation θ. The C1 and C2 functions evaluated on galaxy
pairs should have a relatively high amplitude, reflecting the
imprint of cluster shear signal on galaxy shapes. In the limit of
a successful PSF correction, the C1 and C2 functions should
vanish when evaluated over star–star and star–galaxy pairs; the
stars have been circularized and should have no ellipticity at all
( ~e 0∣ ∣ ), and galaxy ellipticities should not be correlated with
rounded stars. The “control” cross-correlation function is given

as

q q= á ´ + + ´ + ñr r r rC e e e e , 103 1 2 2 1( ) ( ) ( ) ( ) ( )

and, in the absence of systematic errors in the PSF, should be
consistent with zero over all pairs of objects. The sets of star–
star, galaxy–galaxy, and star–galaxy correlation functions are
shown in Figure 5 for A85 and A1606 and Figure 6 for A2029
and A2457. All correlation functions in Figures 5 and 6 show
the anticipated behavior: the galaxy–galaxy autocorrelation
functions dwarf the systematics probed by the star–star and
star–galaxy correlations, and the amplitude of the “test
function” C3 is 10 times lower than C1 and C2. Accordingly,
no systematics in PSF correction are apparent in these figures.

5.2. Lensing Aperture Mass Maps

To extract the cluster WL signal from the tangential
ellipticities of background galaxies, we employ the software
developed by Huwe (2013) and used in JM15 to produce shear
maps of A3128.
A series of aperture mass maps are constructed with

progressively larger Schirmer filter radii (3000 pixels
� RS� 9000 pixels or 13′–42′). The cluster’s aperture mass
(Map) signal is maximized at some RS. For this paper, we deem
“significant” any Map peaks �4σ within 0.5 Mpc of the known
X-ray center of the cluster, i.e., the cluster virial radius.
For computational efficiency, galaxy catalogs are first binned

into 200 by 200 spatially adjacent blocks (the “pixels” in the
final Map map), and an average reduced shear g1 and g2 for
galaxies in that block is computed. Block by block, the aperture
mass statistic of Equation (7) (with the Schirmer filter of
Equation (8)) is computed to obtain a 2D mass map of the
cluster. As a test for systematic errors, B-mode maps are made
by substituting Equation (3) into Equation (7). To obtain an S/
N for both E- and B-mode Map maps, a random-noise aperture
mass map is generated by computing aperture mass statistic on
a catalog of shuffled galaxy positions, and taking the variance
of 100 such noise realizations.
Taking the variance of noise maps assumes a Gaussian

distribution of pixel values. The assumption is weakly justified,
however: the Schirmer filter kernel averages over nearly the
same galaxy sample between adjacent blocks. The result is that
adjacent pixels in the aperture mass maps are highly correlated
with one another, and the S/N of any one pixel is ambiguous
(Jarvis et al. 2003). Accordingly, we make significance or
“sigma” Map maps, as follows. A very large number of noise
maps is generated, and at every 200 pixel block of the
observation, the number of noise maps with a greater WL
signal than the true Map signal map is counted. This number is
converted into a Gaussian-type confidence σ that quantifies the
significance of the shear signal in that pixel block. The
maximum attainable σ depends on the number of noise
iterations. In this study, we generate roughly 1,000,000 random
maps per Schirmer filter, corresponding to a maximum
detection confidence of 4.8σ.

5.3. Parametric Mass Fitting

Aperture mass maps return only the relative mass enhance-
ments in an observation, not the physical mass contained in the
cluster. To obtain mass normalizations of the maps, axisym-
metric NFW WL shear profiles are fit to the galaxies’ 2D
tangential ellipticity signal. The prescription of Wright &

Figure 7. The A85 significance maps made with Schirmer filter sizes of 4000
pixels. The color scale represents the significance of detection, and the star
marks the position of the BCG.

Table 2
List of Cluster Detections

Cluster α δ S/N Detection Significance
(J2000.0) (J2000.0)

A85 0h41m48 4 −9°18′16″ 5.8 �4.80σ
A2029 15h10m56 4 +5°44′58″ 5.8 �4.89σ
A1606 12h44m45 1 −11°44′03″ 5.5 �4.89σ
A2457 22h36m48 6 +1°37′56″ 4.1 3.75σ

Note. Centers of the cluster WL signals.
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Brainerd (2000) is used to compute the halo’s reduced shear for
a given M200c at the location of every background galaxy, with
halo concentrations from Bhattacharya et al. (2013). We find
the clusters’ best-fit M200c by minimizing χ2 between the NFW
halo’s shear profile and galaxy etan.

All NFW shear profiles on the highest σ pixel of the aperture
mass sigma maps. Due to our binning scheme, each Map map
pixel spans 200 pixels (53″) on the observation (see
Section 5.2). The ambiguity in what is reported as the center
of a WL peak can bias mass estimates through mis-centering of
the tangential ellipticity signal. More seriously, the true center
of the WL signal is ill-defined because the observed peak of the

WL signal is in reality the combination of cluster shear and
galaxy shape noise. Centering NFW profiles on the highest-σ
pixel will necessarily bias the resulting mass high, because a
profile is being fit to where the shape noise has a positive
tangential alignment.
We quantify this bias on the reported cluster masses with a

set of simulations with mock shear catalogs that are based on
the real galaxy position and shape noise distributions. We begin
with a real galaxy catalog (here A2029) and replace the
observed galaxy ellipticities with a combination of the
tangential shear from a cluster-sized NFW halo and a random
ellipticity to mimic shape noise. Random ellipticities are drawn
from a Gaussian with variance equal to the mean ellipticity of
galaxies in the real catalog: á ñ =N 0, 0.45( ). The NFW halo
is fixed in mass, redshift, and position on the “observation,” so
the only change between mock catalog realizations is the shape
noise assigned to each catalog entry.
One thousand mock shear catalogs are created, and aperture

mass maps are computed for each with a Schirmer filter radius
of 10,000. We then record the distribution of offsets between
the fiducial NFW centroid and the peak S/N pixel in each
mock Map map; the variance is the uncertainty in the cluster’s
true centroid due to shape noise.
To turn this centroid uncertainty into an uncertainty on

cluster mass from shape noise and address the question of bias,
we take 4000 random perturbations of the (now real) cluster
centroid within a radius defined by the centroid uncertainty
from simulations and recompute the NFW mass. The median of
the distribution of masses is the “true,” debiased cluster mass,
and the discrepancy between it and the mass obtained by
naively centering on the peak σ pixel in the real Map maps is a
measure of the severity of the bias.
Results of simulations for three different cluster masses,

corresponding to the three different mass regimes in our cluster
sample, are presented in Section 6.3.

Figure 8. The A85 RS=4000 significance map superimposed on a gri composite.

Figure 9. The A2029 significance maps made with Schirmer filter sizes of
4000 pixels. The color scale indicates the significance of detection, and the star
marks the location of the BCG.
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6. Results

6.1. Identification of High-significance Map Peaks

We report the WL signal of all four clusters with Map

significance maps presented here. Cluster mass maps are shown
with the Schirmer filter size that maximizes the detection
significance. For reference, all maps are plotted with a 10′scale
bar, which spans a physical scale between 650 kpc and
1.3 Mpc, depending on the distance to the cluster. We also

compare our cluster WL signal with X-ray gas and optically
identified knots of galaxies. The WL centroids reported in
Table 2 are the location of the pixel with the highest σ.
Aperture mass σ maps for A85 are shown in Figure 7. The

figure shows the significance of an Map map with a Schirmer
filter size of 4000 pixels, which maximizes the cluster’s lensing
signal. The A85 WL signal is detected with σ=4.80 and S/
N=5.8. The lensing signal has a northeast–southwest
alignment, which is seen in X-ray studies such as Kempner
et al. (2002), Durret et al. (2005), and Ichinohe et al. (2015).
Figure 8 shows that the BCG of the cluster (0h41m34 9, −9°

21′50″) is 3′away from the center of the WL signal. The WL
signal peak itself closely coincides with the published X-ray
center of 0 41 50. 1h m s , −9°18′36″. Given the uncertainty in the
WL centroid for an A85-mass cluster (∼1 1; see Section 6.3),
this offset is potentially significant.
Significance maps for A2029 are displayed in Figure 9. At

RS=4000 pixels and higher, A2029 saturates our detection
significance of 4.89σ and has an E-mode S/N∼5.8. The
cluster WL signal covers an area of 15′, or about 1.4 Mpc at the
redshift of A2029.
Figure 10 shows the A2029 RS=4000 pixel significance

map overlaid on a gri composite image. The center of the
A2029 WL signal is clearly aligned with the BCG of A2029
and also encompasses several other galaxies at the cluster
redshift. The X-ray studies of A2029 (Walker et al. 2012;
Paterno-Mahler et al. 2013) confirm the smooth distribution
and size scale of the observed A2029 that we observe, as well
as a roughly northeast–southwest orientation.
The WL signal of A1606 is distinctive for its central

concentration, as shown in Figure 11, and the signal
encompasses the BCG (Figure 12). It saturates our significance

Figure 10. The A2029 =R 4000S pixel significance map superimposed on a gri composite. The white scale bar spans about 3′across the observation.

Figure 11. The A1606 significance maps made with the RS=7500 filter. The
color represents the significance of detection, and the blue star marks the
location of the BCG.
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maps with 4.89σ and attains its maximum S/N of 5.5 in the
=R 7000S Map maps (Figure 11).
Figure 13 shows the significance maps for A2457. The

cluster reaches its maximum significance of σ=3.75 at
RS=3500 pixels, which corresponds to 1 8 on the observa-
tion. In the corresponding E-mode (gtan) S/N maps, the cluster
is detected at S/N=4.1. Both the maximum S/N and the
maximum detection significance of σ=3.75 are lower than the
other three clusters. This is likely attributable to the relatively
smaller mass of the cluster; see Table 3. Peak significance
appears to be aligned with the cluster BCG, but the rest of the
signal has a noticeable east–west alignment, consistent in
reconstructions across all Schirmer filter scales. The east–west
configuration of A2457ʼs WL signal is supported by the
arrangement of galaxies visible in Figure 14. The X-ray studies
of A2457 tend to concentrate their efforts near the BCG but
also report an east–west elongation of the X-ray gas
(Lakhchaura & Singh 2014).

Figure 12. The A1606 =R 6000S pixel significance map superimposed on a gri composite image.

Figure 13. Significance maps of A2457 made with Schirmer filter radii of 3500
pixels. The plot color represents the significance of detection, and the scale bar
spans 3′on the original observation.

Table 3
Masses from NFW Profile Fits

Cluster α δ M c200
a DMcent

b

(J2000.0) (J2000.0) ( M1014
) ( M1014

)

A85 0h41m45 4 −9°20′31″ -
+3.63 0.91

1.24
-
+3.23 0.55

0.37

A2029 15h11m02 0 +5°43′33″ -
+12.2 1.8

1.6
-
+11.9 0.50

0.30

A1606 12h44m34 0 −11°59′59″ -4.43 1.26
1.36

-
+4.06 0.55

0.37

A2457 22h35m31 5 +1°36′17″ -
+1.70 0.656

0.872 0.82

Notes.
a Mass obtained by centering the NFW on the peak pixel of the WL map, with
equivalent 1σ errors from bootstrap resampling of the catalog.
b Mass from the centroid shuffling procedure (Section 5.3). Mean mass from
4000 random coordinate shifts of the NFW halo about the fiducial centroid.
The variance of the NFW coordinate shifts is the variance of the best-fit
centroid from shape noise simulations (see Section 5.3).

Figure 14. The A2457 RS=3500 pixel significance map superimposed on a
gri composite.
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6.2. NFW Shear Profile Fits

Following the procedure in Section 5.2, we find mass
normalizations for the cluster significance maps presented
above. The NFW shear profiles are centered at the highest-σ
pixel of the aperture mass maps and fit to the entire background
galaxy catalog. The resulting masses are presented in the third
column of Table 3. To obtain an uncertainty, we take 1000
bootstrap resamples of 50% of the total background galaxy
catalog and sum 34.1% of the returned masses on either side of
the distribution to obtain an equivalent 68% confidence
interval. The errors are adjusted by a factor of 1 2 to
account for the 50% resampling. The equivalent fractional
uncertainty on the masses is 13% for the most massive cluster
A2029, around 30% for A1606 and A85, and up to 52% on the
high end for A2457, the lowest-mass cluster in the sample.

The output of the mass resampling is shown in Figure 15
with the kernel density estimates from the Seaborn data
visualization package.

6.3. Tests for Systematic Errors

Our analysis depends on the detection of ∼4σ peaks in
aperture mass maps, but the look-elsewhere effect guarantees
that some high-significance peaks will appear regardless of the
presence of any shear signal. Moreover, the smaller the RS used
in the Map maps, the more “samples” are taken and the more
likely high-significance peaks are to emerge. Figure 16
illustrates a simple test for this effect. As discussed in
Section 2, PSF systematics are expected to add equal power
to the tangential (gtan or E-mode) and cross-shear (gc or
B-mode) lensing signal. If the lensing signal is genuine, the
distribution of tangential shear map (E-mode) pixel values
should have an excess of high-S/N pixels relative to the cross-
shear B-mode maps. A so-called “survival function,” or the
difference of data counts and the cumulative distribution
function as a function of data values, is shown in Figure 16.

The area underneath the E-mode curve is 4.3% higher than the
B-modes for A2029, 5.8% for A85, 15.9% for A1606, and
2.2% for A2457. Importantly, the excess power occurs at the
high-end (S/N> 3) tail of the distribution, which indicates that
look-elsewhere effects or other systematics are less important
than cluster signal.
Figure 17 offers another way to verify that the B-mode cross

shear is consistent with zero. The figure shows the best-fit
NFW shear profiles from Section 6.2 plotted against the
azimuthally averaged tangential ellipticity of background
galaxies for all clusters. The ellipticity gtan should peak at the
cluster center (R− Rc=0), and as distance from the cluster
center increases, the galaxy ellipticity signal should approach
zero. In the absence of PSF residuals, the cross-shear (B-mode)
gc should be consistent with zero at all radii. Figure 17 shows
the expected behavior: the projected NFW fits agree well with
the tangential ellipticity, which asymptotically approaches zero.
Except at the smallest distances from the cluster center, where
the small number of galaxies causes shape noise to dominate,
the B-mode statistic gc is consistent with zero.
We consider the effect of centering NFW fits on the

maximum-significance aperture mass map pixel by implement-
ing the shape noise simulations of Section 5.3. Three
representative regimes are considered: an A2029-type high-
mass cluster with M=1.2×1015 Me at z=0.077, an A85/
A1606-type intermediate-mass cluster with M=4×1014 Me
at z=0.06, and an A2457-type low-mass cluster with
M=1.6×1014 Me at z=0.059. Distributions of masses
from the random perturbations of the real cluster centroids are
shown in Figure 18, and the resulting masses with equivalent
1σ uncertainties are shown in the fifth column of Table 3 as
ΔMcent.
The variance from shape noise in the mock high-mass cluster’s

centroid is only 124 pixels on the camera, or 32″. We obtain an
equivalent debiased A2029 mass by randomly perturbing the
fiducial center in Table 3 within a Gaussian distribution of

Figure 15. Distribution of best-fit masses returned by the bootstrap resampling of the background galaxies of all four clusters. Solid lines are kernel density estimates
of the PDF. Units on the y-axis are arbitrary but represent frequency.
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σ=32″ and recomputing the best-fit M200c to the (real) A2029
catalog. The resulting mass is ´- M11.9 100.57

0.32 14
. The difference

with the fiducial A2029 mass is only 2%, five times smaller than
the statistical uncertainty reported in Table 3.

In the intermediate-mass cluster simulation, the variance in the
WL centroids is 253 pixels on the camera, or 66″. This variance is
used to run 4000 randomly shuffled NFW fits to the real A85
catalog, resulting in a debiased A85 mass of ´- M3.23 100.55

0.37 14
,

10% lower than the fiducial A85 mass. The same procedure
applied to A1606 yields = -

+M M4.06 0.55
0.37

, 8% lower than the
fiducial mass. Here as well, the bias introduced by centering on
the highest-σMap pixel is a fraction of the statistical uncertainties
on the masses.

The low-mass cluster simulation returned a significantly larger
variance in the WL centroid: 2760 pixels on the camera, or 12′.
This is of order the size of the virial radius of A2457 on the
observation, so the random-perturbation mass fits to the A2457
catalog return only an upper bound: M=0.818×1014 Me.

Our assumption that the brightest Map pixel represents the
true center of the cluster mass distribution gives context to the

mass distributions in Figure 18. For the high- and intermediate-
mass clusters, centroid scatter generally moves the NFW fit to a
point where the signal is smaller, since the fit was first centered
on the brightest Map pixel. There remains a small possibility of
a scatter upward in mass, because we use the center of a (finite)
Map pixel rather than the exact (subpixel) point that might
minimize the NFW fit χ2. In the case of A2457, shape noise
simulations returned a large centroid uncertainty, which was
taken at face value. Because the uncertainty is so large, most
coordinate perturbations will actually move the fit away from
the true Map peak and thus return zero mass.

6.4. Comparison to X-Ray Masses

All of the clusters considered in this work have been well
studied in X-rays; this was, in fact, a requirement in the target
selection. As a consequence, all galaxy clusters in this paper
have independent mass estimates, for which we queried the
MCXC metacatalog of X-ray cluster studies (Piffaretti et al.
2011). The cluster A85 was the subject of a detailed X-ray

Figure 16. Survival function of E-mode (gtan) and B-mode (gc) σ pixel values for observed clusters.
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study by Durret et al. (2005), in which they reported a
dynamical mass based on X-ray temperature. Because of the
limited field of view of most X-ray telescopes, all X-ray
quantities are measured out to R500c. This radius defines the
size within which the mean overdensity of the cluster is 500
times the critical density at the cluster redshift. Mass estimates
are thus based on the total matter contained within a sphere of
radius R500c and assume hydrostatic equilibrium. To convert
our M200c-based masses into an equivalent M500c, we used the
conversions of Hu & Kravtsov (2003). Equivalent M500c WL
masses from Table 3 and X-ray masses are plotted against one
another in Figure 19; the dashed line shows equal WL and
X-ray masses. While conclusive statements cannot be made

with a sample of four clusters, the WL and X-ray masses
appear consistent.

7. Conclusions

We have reconstructed the WL signal of four z<0.10
galaxy clusters and fit parametric (NFW) masses to that signal.
Mass profiles were centered on the highest-σ pixels of the
aperture mass maps under the assumption that high-σ pixels
traced the true center of mass of the cluster. We showed that
this procedure introduces a mass bias of less than 10% for high-
S/N clusters, smaller than the statistical uncertainty on each
mass measurement.

Figure 17. Tangential shear profiles of NFW masses in Table 3 (red line), overplotted on the azimuthally averaged tangential shear (gtan) of background galaxies (blue
line). Cross-shear (gc) signal is plotted as a dotted–dashed black line. Note that y-axis ranges differ between panels, and R−Rc is the distance from the observed WL
centroid.

Figure 18. Distributions of best-fit NFW masses returned by the shape noise/centroid shuffling procedure (see Section 5.3).
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In our pilot study (JM15), we began with one of the largest
clusters in the local universe, A3128. In this study, we examine
a similarly massive cluster (A2029) but also the lower-mass
clusters A1606, A85, and A2457. In particular, the WL maps
and masses for A1606 and A2457 are the first in the literature.
The A2457 detection is an upper limit, consistent with its being
the lowest-mass system in the sample.

Though Figure 19 shows generally good agreement between
X-ray and WL masses, any of the following could contribute to
the scatter: departures from hydrostatic equilibrium in X-ray
modeling due to, e.g., nonthermal pressure support (Mahdavi
et al. 2008); halo triaxiality/departures from NFW spherical
symmetry (Herbonnet et al. 2019); and photometric redshift
uncertainties (Oyaizu et al. 2008). Expanding our sample to
more low-redshift clusters would allow us to constrain the
relationship between WL mass and directly observable
quantities in the local universe, particularly for subsets of
cluster populations, e.g., relaxed versus unrelaxed systems. Our
efforts could supplement the substantial progress made in the
z0.2 universe by Mahdavi et al. (2014), Applegate et al.
(2016), and Smith et al. (2016), among others.

Three of the four clusters in the sample (A2029, A1606, and
A85) show small (∼2–3′, 100–250 kpc) but noticeable offsets
between the peak of the WL signal and the BCG; see
Figures 7–12. These offsets are likely genuine; the simulations
of Section 6.3 show that the uncertainty in the WL centroid
from random shape noise is small (1 1 or less) for clusters in
this mass range. The relative distributions of cluster dark
matter, X-rays, and BCGs can place strong limits on potential
dark matter models (e.g., Massey et al. 2018), and expanding
our WL analysis to more clusters could contribute to this effort.
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