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Abstract. In this paper, we propose a performance comparison of eight classifiers for speech 

recognition based on EMG signals to find an optimal classifier. An experiment was divided 

into two parts, 11 isolated Thai words classification and five Thai tones classification. The first 

part, EMG signals from five positions of the facial and neck muscles were captured while ten 

subjects uttered 11 Thai number words in both audible and silent modes. The second part, the 

subjects uttered 21 Thai isolated words including five tones for each word in audible mode 

only. Nine EMG features selected from RES index were employed and classification results of 

eight classifiers were compared in classification process. The results showed that a Fisher’s 

least square linear discriminant (FLDA) and a linear Bayes normal (LBN) classifier yielded the 

best result, an average accuracy was 90.01% and 79.18%, for 11 isolated Thai word 

classification in the audible and the silent modes, respectively. Moreover, Logistic Linear 

(LOGL) classifier gave the best average accuracies, of 68.36% for five Thai tone classification.  

1. Introduction 

Automatic speech recognition based on electromyography signals or “EMG speech recognition” is a 

further expansion beyond traditional automatic speech recognition (ASR) using a human voice input. 

The first research of EMG speech recognition was reported in 1985 by Sugie et al. [1]. The purpose 

was to solve the problems of expanding numbers of patients with speech disorders. Three EMG signal 

channels from areas near to the mouth were captured to classify five Japanese vowels. Hence, that 

study provided the prototype for research in this field. In the early phases, studies concentrated on 

classifying a few isolated words [2], or a vowel [1, 3-4], a consonant, or a syllable [5]. In this reason, 

the potential applications were very limited. In 2006, continuous speech recognition based on EMG 

was explored by Jou et al. [6] to solve that limitation. Using classifiers trained to recognize phonemes 

based on acoustic models was employed which 108 English words were classified.  

Because of distinctions in characteristics between languages, EMG speech recognition has been 

independently developed for a variety of languages, in a way like to the development of traditional 

ASR, which tends to be language specific. In our literature review we found that eight languages have 

been investigated: English [7-12], Chinese [13-14], Portuguese [15], Japanese [3, 16-17], Serbian [18], 

Arabic [4], Korean [19], and Spanish [5]. Nonetheless, the language most frequently explored is 

English due to widely using around the world. In our study, we investigated EMG speech recognition 

focusing on the Thai language. It is a tonal language and the meaning of a Thai word is powerfully 
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dependent on its tone. Hence, we recognized isolated words including their tones, which is a challenge 

unique to this study in the context of EMG speech recognition. 

In our earlier work [20], the optimal sensing electrode positions for EMG data acquisition and the 

suitability of various features were explored. However, in [20] we used only an artificial neural 

network (ANN) for classification process because it was the most popular classifier types in this flied. 

However, it has high computational demands. To get good classification performance with less 

processing time, in this paper, we further investigate the various types of classifier to find near optimal 

classifier, which have the potential to improve the accuracy of the system and low computational cost.  

2. Methodology 

In this section, the methodology will be described, i.e. EMG data collection, Pre-processing EMG 

data, Feature Extraction and classification 

2.1. EMG data collection 

Figure 1 shows the most proper electrode positions and according with muscle groups that were 

explored in our earlier work [20, 21]. The EMG signals had high amplitudes in all spoken cases, 

specifying that the EMG signals collected were related to Thai utterance. A Mobi amplifier (TMS 

international, the Netherlands) with 1024 Hz sampling rate was employed for EMG amplification and 

recording. Ag/AgCl surface electrodes (ARBO, Tyco Healthcare Group LP, Germany) were employed 

in EMG signal capturing.  

In this exploration, an experiment was divided into two parts. The first was the part of 11 Thai 

number words classification. The speaker uttered 11 Thai number words, “zero” through “ten” in Thai, 

in both audible and silent modes, while the EMG signals from five positions (channels) of speech 

production muscles were captured. Each subject spoke the words 50 times for each mode, and EMG 

data were collected from ten subjects (5 males, 5 females, age range 30-50 years with Thai as their 

mother tongue). Therefore, there were 550 segments of EMG signals for each mode and each subject, 

and in total 11,000 segments representing a single word (11 words x 50 records x 2 modes x 10 

subjects). 

 
 

Figure 1. Electrode positions for EMG 

signal acquisition 

Figure 2. The training words for 5 Thai tones 

classification. This figure shows 21 Thai words only a 

mid-tone. They are separated into three classes, middle 

class, high class and low class consonants. 
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Table 2. List of EMG features used in classification process. 

Table 1. List of 22 EMG features used in evaluation process 

 Feature name  Feature name 

F1 Root mean square  F12 Median frequency 

F2 Variance F13 Mean frequency 

F3 Waveform length F14 The 1
st
 order of spectral moment 

F4 Willison amplitude F15 The 2
nd

 order of spectral moment 

F5 Zero crossing F16 The 3
rd

 order of spectral moment 

F6 Slope sign change F17 The 5
th

 order of spectral moment 

F7 Mean F18 Mean of the low part frequency signal 

F8 Integrate absolute value F19 Mean of the high part frequency signal 

F9 Mean absolute value F20 Power of the low part frequency signal 

F10 The 1
st
 type of modified mean absolute value F21 Power of the high part frequency signal 

F12 The 2
nd

 type of modified mean absolute value F22 Zero crossing of the high part frequency signal 

Type mode Feature used 

11 words classification Audible  F2, F15, F10, F3, F9, F12, F4, F5, F6 

 Silent  F8, F10, F1, F3, F12, F14, F5, F4, F6 

5 tones classification Audible F12, F9_3
a, F10_3

a, F5_3
a, F1_3

a, F5, F10, F5_4
b, 

F4_4
b
 

a
 “_3” indicates that the 3

rd
 part of the segmented EMG signal was calculated. 

b
 “_4” indicates that the 4

th
 part of the segmented EMG signal was calculated. 

The second was the part of 5 Thai tones classification, the subjects uttered 21 Thai isolated words, 

shown in figure 2, including five tones for each word in audible mode only. Consequently, the number 

of words was 105. Each subject spoke 105 words 3 times for only audible mode, and EMG signals 

were collected from ten subjects same as the first part. Therefore, there were 315 segments of EMG 

signals for each subject, and in total 3150 segments representing a single tone (105 words x 3 records 

x 1 modes x 10 subjects). The EMG signals from only the fourth and the fifth positions (Ch. 4 and Ch. 

5 in figure 1) were employed to classify the five Thai tones. 

2.2. Pre-processing EMG data 

Before other processes were performed, the EMG signal had to be cleaned by eliminating noise, such 

as the motion artifacts, the 50-Hz power-line, and electrocardiography (ECG) noise. Three filters were 

employed for noise elimination. Firstly, a bandpass filter with cut off frequencies of 20-350 Hz was 

employed to eliminate the motion artifacts and the high frequency harmonics in the EMG signals from 

Ch.1-Ch.3. Secondly, a bandpass filter with cut off frequencies of 30-350 Hz [22] was employed to 

lower the ECG noise in Ch.4 and Ch.5. Both bandpass filters were invented based on a 5th order 

Butterworth filter which is simple to implement. Furthermore, as was shown in [23], this type of filter 

efficiently removes ECG noise from EMG recordings. Thirdly, a notch filter was used for all channels 

to remove the 50-Hz power-line interference. 

2.3. Feature evaluation and extraction 

Table 1 shows 22 EMG features widely used in the EMG speech recognition field [6, 24, 25] were 

employed in feature evaluation. A label of these features was defined as “F1-F22”. RES index [24-25] 

was used in this process to select the best EMG features. The selected features are shown in Table 2. 

They were grouped into three sets, the first two sets used for 11 Thai number words classification 

(audible and silent modes respectively) and the last set used for 5 tones classification. The label of 
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EMG feature specified “_” in the end of it was the feature that was calculated from the segmented 

EMG signal. In other words, EMG recording of each word was divided into 6 parts, and only some 

part of EMG was used. For example, the feature “F9_3” means the calculation of the mean absolute 

value (F9) feature using the third part of EMG recording. If the underscore symbol (“_”) is not 

specified, it means all parts of EMG recording were calculated. This technique was used only for 5 

tones classification.  

2.4. Classification 

According to a review of related literature, the Artificial neural network (ANN) and the Hidden 

Markov Model (HMM) are the most attractive classifier types because they give good performance in 

both ASR and EMG speech classification researches. However, they both have high computational 

demands. To get good classification performance with less processing time, we therefore explored and 

compared the performance of 8 types of classifier, including ANN which was used in our earlier work 

[20]. The total classifiers employed in this paper are Nearest Mean (NM), K-Nearest Neighbor (KNN), 

Linear Bayes Normal (LBN), Logistic Linear (LOGL), Quadratic Bays Normal (QBN), Fisher’s Least 

Square Linear Discriminant (FLDA), Support Vector Machine (SVM) and Artificial Neural network 

(ANN). To evaluate the performance of the classifiers, we used ten-fold cross-validation. Datasets of 

each subject were separated into 10 parts, nine of which were used for training and the other for 

testing. This step was repeated ten times and the average accuracy across all 10 trials was the final 

performance. 

3. Results and Discussions 

Figure 3 shows the average accuracies across all 10 subjects and words in audible mode for the part of 

11 Thai number words classification when the various types of classifier were employed. The FLDA 

classifier gave the best accuracies (90.01%) which it was higher than ANN classifier about 2.19%. 

However, the classifier that gave the lowest accuracies is NM classifier (48.21%). Moreover, figure 4 

shows the average accuracies across all 10 subjects and words, but for words in the silent mode. The 

result shows that the best accuracy was obtained when LBN classifier was employed (79.18%). It is 

higher ANN classifier about 1.95%. The NM classifier gave the lowest accuracies same as the audible 

mode (31.52%). Moreover, figure 5 shows the classification result for the part of 5 tones classification. 

When the various types of classifier were employed, the result shows that LOGL classifier gave the 

best accuracies (68.36%). LOGL classifier had good performance close to ANN classifier. The NM 

classifier gave the lowest accuracies same as the part of 11 number words classification (40.09%). 

Figure 6 shows a computational time for each classifier. The result indicated that SVM and ANN 

classifier much spent computational time more than other classifiers (more than 100 second). For other 

classifiers, they take very little time to calculate (less than 10 second).  

These results shows that the top three classifiers of each experiment had a slightly different 

performance. However, when the computational time was considered, shown in figure 6, the ANN 

classifier is a computationally demanding and slow approach. For this reason, FLDA, LBN and LOGL 

classifier would be more attractive than ANN classifier.  

4. Conclusion 
This paper has compared the performance of eight classifiers for 11 Thai number words and 5 Thai 

tones classification based on EMG signal. The best performance for the part of 11 Thai number words 

classification was obtained when FLDA (90.01%) and LBN (79.18%) was employed for audible and 

silent modes, respectively. Also, LOGL gave the best performance (68.36%) for the part of 5 Thai 

tones classification. ANN classifier had good performance close to these classifiers, however, it is a 

computationally demanding. For this reason, it is not attractive for our work. However, there were 

three best classifiers for three parts of classification. To reduce the complexity of system, it should 

have only one best classifier, which it is the future work explored. 
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