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Abstract: in recent years, more and more technologies have been applied in monitoring growth
and production efficiency of plants, i.e. agricultural Internet of Things (IOT) and new
information-aware technologies. The architecture of the IOT is divided into four layers, i.e., the
sensing layer, network layer, processing layer and application layer[1-4]. Among them, the
perception layer is the facial features and the skin of the IOT, which is the basis of the IOT [5].
Raman spectroscopy technology has the advantages of fast, simplicity, accuracy, non-destructive
and automatic identification, which has become a powerful analytical verifying method. The
method of tomato quality identification that based on the Raman spectroscopy combined with
convolutional neural network (CNN)[6]was explored. The Raman spectrum of tomato was
collected by Raman sensor to construct a neural network with deep network structure. Through
repeatedly learning and training in Raman map, we can determine the map recognition model of
high quality tomatoes and use matplotlib to realize the identification simulation.

1. Introduction

As agricultural safety accidents have aroused people's high concern for food safety,[7] solving the
problem of agricultural product safety has become an urgent task for the government and society. In
recent years, IOT technology has been applied to many fields of agriculture, including agricultural
environmental monitoring, greenhouse production control, water-saving irrigation, meteorological
monitoring, product safety and traceability, as well as equipment intelligent diagnosis and management.
Through the data transmitted by sensors, crop information can be grasped at anytime and anywhere, and
the crops can be remotely managed. Experts can diagnose scientifically on the pests and diseases of the
crops as well. This is important for the resolution of food safety issues. Nowadays, the technologies of
big data and cloud computing have been investigated extensively that applied in various fields. The IOT
isactuallya combination of objects and Internet through the sensing devices
communication. Information exchange, communication, data acquisition, positioning, tracking,
monitoring and operation are carried out in the terminals to realize intelligent identification and
management of the network [8].

It is well known that the smart agriculture is based on network information technology to realize the
connection between 10T technology and traditional agriculture. This paper proposes to apply Raman
sensing technology to connect with other software and mobile service platforms through terminals
communication and analyze data by using convolutional neural network algorithm, and to monitor
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agricultural production process effectively. The 10T and Raman sensing technology provide low-cost,
high efficient modules for crop growing areas to monitor plant growth status and the environment
situation in real time. In addition, the goal of this technology is to discover various problems in the
process of crop growth. Through the integrated feedback service system, the intelligent control system
can be launched in real time to realize the rational use of agricultural resources, improve the ecological
environment, and achieve high yield and quality of agricultural products. [9] The IOT promotes the
entire agricultural production more efficient and intelligent.[10]

2. Experimental materials and instruments

The samples that applied in this application are from the Pingshan Agricultural Park Centre in Shenzhen,
China. The survelliance instrument is one multi-function Raman sensor that developed by our team, as
shown in Figure 1. The fiber optic probe of the Raman spectrometer is designed to be rotatable and
movable, which increases its flexibility and makes it more widely availability. In addition, control
modules and wireless transmission modules have been applied in the spectrometer and laser to make it
more intelligent.
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Figure 1. Multi-functional Raman sensing equipment. The sensor device is based on Raman
spectrometer and integrates a variety of sensors

The data in this application from the above Raman sensors. The data were acquisited by every 10
minutes for an interval of 30s. by rotating or moving the Raman probe every ten minutes, the location
of each acquisition can be different. Finally, we use the average of multiple acquisitions in one day as
the data information of the samples.

3. Neural network construction

The neural network structure design is shown in Figure.2. It is mainly divided into three parts: input
layer, hidden layer and output layer. [11] The total number of layers is 47, which shown as follows:
5(front)+3(blockl modulel)+3(blockl module2)+3(blockl module3)+3(block2 modulel)+5(block2
_module2)+5(block2 _module3)+5(block?2 module4)+5(block2 module5)+4(block3 modulel)+3(blo

ck3 module2)+3(block3 module3)
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Figure.2. Neural network hierarchy diagram: input layer, hidden layer and output layer. The hidden
layer is composed of convolution layer

The project model applied the GoogLeNet Inception V3, [12,13] which introduces the idea of
Factorization into small convolutions. Spliting a large two-dimensional convolution into two smaller
one-dimensional convolutions, such as splitting a 7*7 convolution into a 1*7 convolution and a 7*1
convolution, or a 3*3 convolution Split into a 1*3 convolution and a 3*1 convolution. On the one hand,
reducing parameters and improving computational efficiency to prevent over-fitting. On the other hand,
appling a layer of nonlinear extended model expression ability. It can be seen that the result of this
asymmetric convolution structure splitting is more obvious than splitting into several identical small
convolution nuclei. Compared with the VggNet, this network can handle more spatial features and
increase the diversity of features (\Vgg16) [14], furthermore the accuracy rate can be improved by about
0.8%.

In terms of loss functionality, this network input can be 229*229*3 or 224*224*3, which use the
Label Smoothing Regularization (LSR) method. The LSR is a method of reducing the model over-fitting
by adding noise to the output y to constrain the model. Usually when the model trained, the label gq(k/x)
takes the form of one-hot, and the output of the model is the probability distribution after the softmax is
normalized. The purpose of the training is to make the distribution of p(k/x) as close as possible to g.
(k/x), but this method is prone to over fitting. In order to solve this problem, weights were added to a
certain probability distribution in the original label to constitute a new label. Through this way, it can
prevent the model prediction value from being excessively concentrated on the category with higher
rate, and will increase the number of small probability categories. Note that the loss function becomes
as shown in equation (1):

H(g, p)= -2 log(p(k)q (k) = (1~ )H(q, p) + aH (u, p) (D

K=1

As it can be seen from the loss function, the LSR is equivalent to use two losses. When u obeys a
uniform distribution, H(u,p) is a constant, which can measure the degree of dissimilarity between the
predicted distribution p and the uniform distribution, and plays a regularization role.

In order to quickly obtain self-learning results, the gradient descent method is used to correct the
weighting coefficients of the network. Before the network model training, the data set is divided into a
training set and a test set, the ratio is 8:2. The cross-checking method is adopted, and the number of
iterations is 8000 times.
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4. Experimental results and analysis

By randomly adding noise, cropping, flipping, mirroring and Gaussian blur, the data in the training data
is to be enhanced to improve the generalization ability of the image. The training of the model adopts
the sliding average model and other optimization methods to prevent over-fitting and training. When the
number of times is less than 2000, the model converges faster. After 2000 trainings, the model converges
slowly and the error loss changes little. The training of the network model is basically completed, as
shown in Figure.3

4.1. Training of neural network models
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Figure 3. Neural network training performance chart. In the Figureure, the curve converges slowly,
indicating that the training is basically completed.

It can be seen from Figure 3 that the total error of the output is significantly decreased during the training
period from 0 to 2000 times; the total output error is basically stable during 2000 to 8000 times.

4.2. Deep neural network model prediction performance

To verify the predictive performance of the network model, the model was applied to identify tomato
quality. 1600 tomatoes were randomly selected from the plantation for verification and identification
analysis. As shown in Figure 4, the accuracy of the network model reached 94.6%, while the verified
results are shown in Figure 5.
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Figure 4. Identification method. The result of verification of tomato recognition, the score value
reflects the excellent degree of tomato
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Figure 5. Verification results. After 8000 times of training, the verification accuracy of the model was
94.6%

4.3. Repeatable trial

Ten samples of similar quality were taken from the tomato garden, and the repeatability trial and
verification as well as analysis were carried out according to the above application, and then compared
with the standard maps of various qualities. The RSD of the relative peak area of each of the obtained
common peaks was 5.12%, and the relative retention time of each of the shared peaks was RSD=2.35%,
indicating that the method was excellent in repeatability.

5. Conclusion

In this research, the Raman spectroscopy information of tomato has been acquisited and analyzed by the
Raman spectroscopy and the tomato quality identification model that based on the neural network has
been constructed. The results show that the neural network with deep network structure has been applied
to train a large number of tomato map data, while the trained model was compared with the predicted
performance. Figure 4 and Figure 5 show that the output results of different quality tomatoes are
obviously different. The accuracy of the feature data identification of the test set can be reached to 94.6%.
At the same time, this proposed network model has been trialed repeatedly. The RSD of the peak relative
area of the map was less than 5.12%, and the relative retention time was less than 2.35%. Therefore, it
can be observed that the method based on the Raman spectroscopy combined with the convolutional
neural network to identify tomato quality is more feasible and accurate.

Based on the Raman spectroscopy, this study preliminarily explored the method of identifying
tomato quality by the tomato Raman spectroscopy. The method proved to be simple and fast, meanwhile
the sample does not need to be sampled with high accuracy. However, in order to achieve full control
of tomato quality, it is also suggested to combine other analytical testing methods and monitoring of
environmental parameters. In conclusion, the identification method based on the Raman spectroscopy
is feasible and controllable.
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