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Dynamical response of a neuron–astrocyte coupling system under
electromagnetic induction and external stimulation∗
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Previous studies have observed that electromagnetic induction can seriously affect the electrophysiological activity
of the nervous system. Considering the role of astrocytes in regulating neural firing, we studied a simple neuron–astrocyte
coupled system under electromagnetic induction in response to different types of external stimulation. Both the duration
and intensity of the external stimulus can induce different modes of electrical activity in this system, and thus the neuronal
firing patterns can be subtly controlled. When the external stimulation ceases, the neuron will continue to fire for a long
time and then reset to its resting state. In this study, “delay” is defined as the delayed time from the firing state to the resting
state, and it is highly sensitive to changes in the duration or intensity of the external stimulus. Meanwhile, the self-similarity
embodied in the aforementioned sensitivity can be quantified by fractal dimension. Moreover, a hysteresis loop of calcium
activity in the astrocyte is observed in the specific interval of the external stimulus when the stimulus duration is extended
to infinity, since astrocytic calcium or neuron electrical activity in the resting state or during periodic oscillation depends
on the initial state. Finally, the regulating effect of electromagnetic induction in this system is considered. It is clarified that
the occurrence of “delay” depends purely on the existence of electromagnetic induction. This model can reveal the dynamic
characteristics of the neuron–astrocyte coupling system with magnetic induction under external stimulation. These results
can provide some insights into the effects of electromagnetic induction and stimulation on neuronal activity.
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1. Introduction

Neurons are well known as the main elements of the
central nervous system (CNS). The Hodgkin–Huxley neu-
ron model[1] opened up the research of neurons from the
viewpoint of dynamics. Although both the Morris–Lecar
model[2] and FitzHugh–Nagumo (FHN) model[3] are two-
dimensional simplifications of the Hodgkin–Huxley model,
they can also correctly represent the firing modes of neurons.
The Hindmarsh–Rose model,[4] another simplified Hodgkin–
Huxley model, can be employed to show neuronal discharging
properties near the threshold potential without external stim-
ulation, such as noise, instead of strong stimulation. The fir-
ing properties of neurons can also be analyzed by bifurcation
theory.[5–8] Some neuron models[9–12] have been established
for further research in computational neuroscience. Gu[13]

found that the inhibitory coupling current of delay modulation
can cause multiple synchronizations. Ma[14] introduced a new
electric field variable into the simplified FHN neuron model,
taking into account the effect of the electric field of the neuron.
Wang[15,16] observed that the activities of neurons, based on
the Hodgkin–Huxley neuron model, have duality that energy
expenditure exists in subthreshold neurons and suprathreshold
neurons, but only suprathreshold neurons have energy absorp-

tion. The duality of neuronal activity has also been found in
Chay model[17] and structural neural networks.[18,19] And it
has been proved in functional networks such as intellectual
exploration.[20,21]

Many physiological experimental results have verified
that astrocytes can regulate the transmission of electrical sig-
nals among neurons.[22–24] Postnov[25] established a detailed
model of a tripartite synapse coupling of P-neuron and R-
neuron together with a giant astrocyte in the ganglia of the
medical leech. Li and Rinzel[26] analyzed and reduced the
nine-variable De Young–Keizer model for Ca2+ oscillations in
astrocytic calcium stores to a two-variable system, called Li–
Rinzel model, and then focused on and revealed the channel
gating variables about Ca2+ activation and Ca2+ inactivation.
Nadkarni[27] put forward a model for neurons coupled with
astrocytes and predicted spontaneous oscillations of seizure-
like firings between the neuron and astrocyte without stimu-
lation. Li[28] studied the inhibitory effect of calcium chan-
nel blockade in astrocytes on neuronal epileptic firing with
a modified GABAergic astrocyte model. Erkan[29] discov-
ered that the astrocyte has a great influence on the neuronal
weak signal detection performance, which reveals the stochas-
tic resonance phenomenon relying on the intensity of noise,
the detection performance of the neuron increases significantly
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with the increase of the optimal coupling strength of the as-
trocyte. Kanakov[30] showed that the astrocytic regulation on
neuron may be vital about the information attribute in neuron–
astrocyte ensembles. In summary, researches of the nervous
system no longer ignore the regulation of astrocytes in brain
function or consider the “solo theory” of neurons alone.

Electromagnetic field in the nervous system, induced by
the oscillations of neuronal membrane potentials, has been
observed in the biological experiment,[31,32] then, an induc-
tion current generated from the neuronal electrical activity
can feedback to the neuron itself. At present, researchers
have proposed that adding the effect of electromagnetic in-
duction to the firing activity of nervous system can be real-
ized by memristor,[33–35] which is proposed by Chua first as
one of four major electronic components.[36] Wang[18,37–39]

introduced the effect of electromagnetic induction into the bio-
physical neuron model by considering the magnetic field pro-
duced by neural action potential, which causes violent ion ex-
change, and demonstrated that the neuronal coding induced by
brain activities can be characterised by the theory of energy
coding. Lv[34] found that electromagnetic induction sponta-
neously produced by neuronal alternating depolarization and
hyperpolarization is contributive to the memory effect of the
nervous system. Feng[40] determined the membrane poten-
tial of a single neuron model considered magnetic flux occurs
among periodic, quasi-periodic, and chaotic motions, where
sharp switching between periodic and quasi-periodic motions
appeared in a particular parameter interval. Liu[41] observed
the amplitude and frequency of electromagnetic inductions in-
fluence the responses of the electrical activities of the hybrid
neuron which consists the Hindmarsh–Rose (HR) model with
the Wilson model. Wu[42] studied the dynamical responses of
HR model in consideration of the effect of electromagnetic in-
duction and discovered the induction current can enhance neu-
ronal bursting activities in contrary to traditional view that the
reduction effect provided by the induction should inhibit neu-
ronal electric activities. These aforementioned electromag-
netic inductions around neurons are thought to merely affect
the feedback of magnetic induction to individual neurons.

There are many studies to investigate the effects of
tetanic stimulation on the firing characteristics of neurons.
Muramatsu[43] demonstrated that different excitation patterns
can be evoked by electrical stimulation on the stimulated cor-
tical layer and acoustic responses are most likely simulated
by the electric stimuli in layer 4. Katta[44] found that farther
channels activated by stronger stimuli is the main factor re-
sponsible for touch sensitivity, rather than higher channel open
probability. Liu[41] discovered that the multiple fire patterns
of neurons based on a hybrid neuronal model arise and transit
successively with the increase of stimulus intensity. There-
fore, in addition to the above factors, the influence of tetanic

stimulation on neural system is worth studying.
The effect of electromagnetic induction on the neuron–

astrocyte coupling system is unknown, and present neuron
models rarely address it. Fortunately, a relevant model has
been proposed in Ref. [34]. In this paper, we study the dy-
namic properties of an improved neuron–astrocyte coupled
model that takes into account the effect of electromagnetic in-
duction. Our results reveal that different stimulus durations
and intensities, including limited or infinite stimulus duration
and intensity, can induce different kinds of neuronal electrical
activity.

2. Model
The neuron is described by the improved Hodgkin–

Huxley model:

Cm
dV
dt

= −gKn4(V −VK)−gNam3h(V −VNa)

−gL(V −VL)+ Iext + Iastro + Imag, (1)
dm
dt

= αm(1−m)−βmm,

dn
dt

= αn(1−n)−βnn,

dh
dt

= αh(1−h)−βhh, (2)

where V is the membrane potential and n4 denotes the proba-
bility that a potassium ion (K+) channel is open. The proba-
bility of opening the sodium ion (Na+) activation gate is m3,
and the probability of opening sodium inactivation gate is h.
VK, VNa, and VL are the reversal potentials of sodium, potas-
sium, and the leakage system respectively, Cm is the membrane
capacitance, and the maximal conductance of the potassium,
sodium, and leakage channels are gK, gNa, and gL, respec-
tively. The coefficients in Eq. (2) are given by[28]

αm = 0.1
25−V

exp[(25−V )/10]−1
; βm = 4exp

[
−V
18

]
;

αn = 0.01
10−V

exp[(10−V )/10]−1
; βn = 0.125exp

[
−V
80

]
;

αh = 0.07exp
[
−V
20

]
; βh =

1
exp[(30−V )/10]+1

. (3)

Among the other terms in Eq. (1), Iext represents an exter-
nal forcing current, which will produce multiple dynamic re-
sponses to the coupling system with different stimulation du-
rations and intensities, and Imag defines the self-induced elec-
tromagnetic current from neuronal activity, given by[34]

Imag =−k1ρ(φ)V,
dφ

dt
=V − k2φ ,

ρ(φ) = α +3βφ
2, (4)
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where the term k1ρ(φ)V describes the negative feedback of
magnetic induction on membrane potential when the feedback
strength term k1 is positive, while Iastro denotes the additive
current generated by the astrocyte, which releases specified
amounts of neurotransmitters into the synaptic cleft when the
neuron fires. Major neurotransmitters bind to the postsynap-
tic membrane; however, some can bind to the astrocyte, which
can cause the release of IP3 within the astrocyte. The modula-
tion of intracellular IP3 in the astrocyte can be modeled by

d[IP3]

dt
=

1
τIP3

([IP3]
∗− [IP3])+ rIP3Θ(v−50 mV), (5)

where [IP3]
∗ is the concentration of IP3 in the equilibrium state

and rIP3 determines the production efficiency of IP3. These
values were determined in Ref. [45]. Because of the properties
of the Heaviside function (Θ(x)), when the neuron membrane
potential exceeds +50 mV, the second production term on the
right side will be implemented.

The production of IP3 promotes the release of calcium
ions (Ca2+), primarily released from the endoplasmic reticu-
lum (ER). Here, we adopt the Li–Rinzel model[27] to describe
the dynamics of [Ca2+]

d[Ca2+]

dt
=−Jchannel− Jpump− Jleak, (6)

dq
dt

= αq(1−q)−βqq, (7)

where q is the activated fraction of IP3 receptors (IP3Rs) on
the surface of the ER, Jchannel represents the [Ca2+] that moves
from the ER to the inner space of the astrocyte through the
IP3R channel, Jpump denotes the [Ca2+] pumped from the in-
ner space of the astrocyte into the ER, and Jleak defines the
[Ca2+] that leaks from the ER to the inner space of the astro-
cyte. These variables from Eqs. (6) and (7) can be expressed
as

Jchannel = c1v1m3
∞n3

∞q3([Ca2+]− [Ca2+]ER),

Jpump =
v3[Ca2+]2

k2
3 +[Ca2+]2

,

Jleak = c1v2([Ca2+]− [Ca2+]ER), (8)

m∞ =
[IP3]

[IP3]+d1
, n∞ =

[Ca2+]

[Ca2+]+d5
,

[Ca2+]ER =
c0− [Ca2+]

c1
,

αq = a2d2
[IP3]+d1

[IP3]+d5
, βq = a2[Ca2+]. (9)

The coupling of an astrocyte brings about an electric
current[28]

Iastro = 2.11Θ(lny) lny,

y = [Ca2+]/nM−196.69, (10)

where the Heaviside function Θ(x) denotes the astrocytic feed-
back current to neuron can be activated when the astrocytic
calcium concentration exceeds +196.69 nM.

The values of these parameters and constants, as well as
their units, are given in Table 1.

Table 1. Parameters and constants in the simulation.

Parameter Value Unit

Cm 1 µF/cm2

gK 36.0 mS/cm2

gNa 120.0 mS/cm2

gL 0.3 mS/cm2

VK −12.0 mV
VNa 115.0 mV
VL 10.6 mV

[IP3]
∗ 160.0 nmol ·L−1

1/τIP3 0.00014 ms−1

c0 2.0 µmol ·L−1

c1 0.185
v1 6 s−1

v2 0.11 s−1

v3 0.9 µmol ·L−1

k3 0.1 µmol ·L−1

d1 0.13 µmol ·L−1

d2 1.049 µmol ·L−1

d3 0.9434 µmol ·L−1

d5 0.08234 µmol ·L−1

a2 0.2 µmol ·L−1 · s−1

α 0.1
β 0.02
k1 0.01
k2 0.5

rIP3 0.8 µM·s−1

3. Numerical results
In this section, the fourth-order Runge–Kutta algorithm is

used to solve the ordinary differential equations above with a
time step of 0.01 ms.

3.1. The sensitive dependence of “delay” on stimulus du-
ration

We first focus on the changing of neuronal electric activ-
ity in the coupling system with varying the duration of the ex-
ternal stimulus. Several neuronal firing patterns are plotted in
Fig. 1, the stimulus intensity is fixed at Iext = 11 µA/cm2. The
stimulus durations are (10 s–60 s) for Figs. 1(a)–1(f), respec-
tively. In Fig. 1, the first arrow indicates the instant when the
external stimulus stops, and the interval from 0 s to this instant
is called the stimulus duration (ts); then the second arrow, if
any, indicates the instant when the firing of the neuron ceases,
and the duration between these two arrows is called “delay
(td)”. A magnetic field appears when a neuron generates an
action potential. Nevertheless, when a neuron no longer fires
and recovers to its resting state, the magnetic field will not dis-
appear right away because of electromagnetic induction.[33,46]
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Fig. 1. The firing patterns of the neuron under Iext = 11µA/cm2 with different stimulus durations (ts). The first arrow denotes the instant that the stimulus
stops and the stimulus duration (ts) is defined as the interval from 0 s to this instant, while the second arrow, if any, indicates the instant that the neuron
recovers to the resting state. The duration between these two arrows is called “delay (td)”. The initial values of neuron membrane potential, astrocytic
intracellular calcium concentration, and magnetic flux are 0 mV, 20 nM, and 0 nWb, respectively.
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(a) ts=19.99 s (b) ts=20 s (c) ts=20.01 s

(f) ts=50.01 s(e) ts=50 s(d) ts=49.99 s

Fig. 2. The firing patterns of the neuron under Iext = 11 µA/cm2 with different stimulus durations (ts). ts increases by 0.01 s one by one in both rows and
the td is appearing and disappearing alternatively. The initial values are the same as those in Fig. 1.

Neuronal firing patterns when ts is approximately 20 s or
50 s are shown in Fig. 2. The values of ts are 19.99 s, 20 s,
20.01 s, 49.99 s, 50 s, and 50.01 s for Figs. 2(a)–2(f), re-
spectively; in other words the difference is only 0.01 s from
panel (b) to panels (a) and (c) and from panel (e) to panels (d)
and (f). However, amazingly, td appears from 0 s in panels (b)
and (e) and td = 5.1 s in all four graphs containing td.

The phase portrait of the systems with ts = 20 s and
ts = 20.01 s, the time series of neuronal membrane potential
as shown in Figs. 2(b) and 2(c), are plotted in Fig. 3 for clari-
fying why the “delay” changes so sharply with a small change

in ts. In Fig. 3, the difference between ts in panels (a) and
(b) are only 0.01 seconds, but their phase trajectories are quite
different. The firing pattern of the neuron in panel (a) enters
the resting state directly through the red trajectory after the
stimulation stops, while “delay” appears after the stimulation
stops in the system in panel (b), which enters the resting state
through the blue trajectory after about 5.1 s. The difference of
0.01 s results in “delay” indicating that the orbits into the rest-
ing state are selective and sensitive while a very subtle differ-
ence in ts can lead the trajectory of the system to enter different
orbits.
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Fig. 3. The phase diagram of the coupling systems under (a) ts = 20 s, (b)
ts = 20.01 s. (a) At the beginning, the neuron is in the state of discharge
(black). At 20 s, the external stimulus is removed (turquoise), and the neu-
ron cannot continue to fire and return (red) to the resting state (green). (b) At
first, the neuron is in the state of discharge (black), At 20.01 s, the external
stimulation is removed (turquoise), and the neuron continues to discharge
and “delay” appeared (red). After that, “delay” ends (magenta) and the neu-
ron returns (blue) to the resting state (green).
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Fig. 4. Delay (td) versus stimulus duration (ts) in the interval [0, 60] s of ts;
there are 600001 points plotted in this picture. The inserted graph shows a
detailed view of the interval [30, 31] s for ts.

The values of td as ts varies from 0 s to 60 s are plotted in
Fig. 4 for further studying the effect of ts on td. According to
Fig. 4, four values of td can be clearly observed in the interval
[20, 60] s for ts, which indicates that the firing of the neu-
ron will only take on one of four patterns, with td values of 0 s,
2.8 s, 4.1 s or 5.1 s. Each of these four values is very dense, de-
noting frequent switching of td with changes in ts. The inserted
graph in Fig. 4 reveals that these four values can be observed
in an even narrower interval. It is suggested that this phe-
nomenon has a fractal characteristic because of self-similarity.
Therefore, the Hausdorff fractal dimension (dH = lim

l→0
− lnN(l)

ln(l) )

can be used for quantification. Differing from the general cal-
culation method, l is defined as the number of points chosen
in Fig. 4 and N(l) is defined as the sum of the absolute val-
ues of the differences between the points chosen from l one-
by-one.[47] The result of Hausdorff dimension calculation is

shown in Fig. 5, which illustrates that this phenomenon does
have fractal properties for its Hausdorff dimension is 0.9994.
Therefore, when ts changes, even extremely subtly, td will be
greatly altered.
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data
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Fig. 5. Hausdorff dimension calculation for the delay (td) versus stimulus
duration (ts) plot as shown in Fig. 4, data in interval [20, 60] s are chosen for
its clear and separate values.

In fact, there are a few scattered points with a value of
approximately td = 1.8 s in the interval [20, 60] s in Fig. 4,
which suggests that as the calculation precision improves,
more points may appear and present as a horizontal line. In
the ts interval [0, 20] s, more values can be observed than in
the interval [20, 60] s; the distribution of these values may
follow some kinds of rules. It may be that more regular values
can be observed when the accuracy of the calculation is further
improved.

3.2. The sensitive dependence of “delay” on the intensity
of the stimulus

In addition to stimulus duration, the effect of stimulus in-
tensity on neuronal firing and td is also studied. For these cal-
culations, the stimulus duration is fixed at ts = 20 s.

Several neuron firing patterns are plotted in Fig. 6 under
different stimulus intensities (Iext), the meaning of the two ar-
rows is the same as that in Fig. 1. Figure 6(a) shows the neuron
cannot begin to discharge without external stimulation, while
the neurons cannot discharge normally although the external
stimulation is enhanced (Figs. 6(b) and 6(d)). The values of td
as a function of Iext from 0 µA/cm2 to 40 µA/cm2 are shown
in Fig. 7.

The result in Fig. 7 does not truly indicate that td =

−20 s in the Iext interval [0,7.5] µA/cm2; according to
our definition, a negative td is meaningless. As shown in
Fig. 6(a), the neuron cannot fire continuously. Figures 6(b)–
6(d) show the firing patterns of the neuron in the interval
[7.5,15] µA/cm2, indicating different neuronal discharging
modes that switch frequently. Some negative values of td re-
veal transient neuronal firing. In summary, the neuron either
fails to fire or experiences a short period of time, less than
20 s, from the firing state to resting state when td is negative.
The last interval, [15, 40] µA/cm2, shows results similar to
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those in Fig. 4. Moreover, there are primarily six values in
the interval [7.5,15] µA/cm2 and two values in the interval
[15,40] µA/cm2, which indicates the distribution of td is ob-

viously related to the selection of interval. The results of the
fractal dimension calculations in different intervals are shown
in Fig. 8.
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Fig. 6. The sampled time series of neuronal firing patterns with ts = 20 s and different stimulus intensities. Neurons in panels (a), (b), and (d) cannot
discharge well before the external stimulus ceases. The initial values are the same as those in Fig. 1.
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Fig. 8. Hausdorff dimension calculations for the delay (td) versus stimu-
lus intensity (Iext) plot in the two intervals in Fig. 7, Data in two intervals
are obtained separately, while the calculation method is the same as that in
Fig. 4.

From Fig. 8, it can be seen that this phenomenon does
have fractal characteristics. That is, Iext does cause severe
switching in td, and the frequency of switching in differ-
ent regions is different due to the fractal dimensions are
0.9837 for interval [7.5,15] µA/cm2 and 0.966 for interval
[15,40] µA/cm2.

In the above two sections, the effects of ts and Iext to-
wards td are studied respectively. However, both factors should
be considered simultaneously for confirming the effect of this
coupling system. Figure 9 shows that td is jointly influenced
by these two factors; the gray and black areas indicate values
of td outside the range shown on the right-hand side. Special
intervals are chosen for clearer observation: ts is selected from
20 s to 60 s, and Iext is confined to [20, 40] µA/cm2. In the
upper left corner, the value of td is outside the range shown
on the right-hand side of the image. The largest value of td
in this area is 17.295 s, and the smallest value is 0 s, with td
changing more severely in this area. Moreover, changes along
the horizontal axis are sharper than changes along the vertical
axis, and the black-and-gray vertical bars also reflect this phe-
nomenon. However, another interesting phenomenon should
be noted. During the changes in the intensity and duration
of the external stimulus, the value of td that appears most of-
ten is 5.1 s. Further research could clarify this feature of this
coupling system. From Fig. 9, td shows severe switching, as
a function of ts or Iext; therefore, high sensitivity is shown in
both dimensions.
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Fig. 9. The value of “delay” influenced by two factors: duration and
intensity of stimulus. Values in gray and black colors are beyond the
range shown on the right.

To investigate how the effect of electromagnetic induction
regulates the neuron–astrocyte coupling system, the feedback
strength k1 is varied to characterize changes in neuronal dis-
charging modes and in td.

Figure 10 shows several distributions of td for different
values of k1. Apparently, td increases with decreasing k1; as
k1 approaches zero, the value of td increases further. Addition-
ally, the values of td in the interval [60, 180] s of ts in Fig. 10(a)
and in the interval [20, 60] s in the other three graphs of Fig. 10
are chosen because of its clearer distribution.
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Fig. 10. The distributions of “delay” as a function of stimulus duration for
different values of k1.

The value of td as k1 varies from 0 to 0.015 is plotted in
Fig. 11(a); for this plot, the values of td are stable as described
above. The exponential form of the plot implies a potential
critical slowing down of the feedback strength. The critical
value k1c = 0.004 is the most appropriate for matching the crit-
ical form: td = 1

|k1−k1c|λ
in all the values from 0 to 0.005; the

linear fit of this equation in logarithmic coordinates is shown
in Fig. 11(b). The successful fitting also proves the existence
of the critical slowing down of k1.

On the other hand, td will disappear when k1 is less than
the critical value k1c = 0.004; it is certainly that there is no td

in the absence of electromagnetic induction (k1 = 0). In other
words, td appears precisely because of the existence of elec-
tromagnetic induction.
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Fig. 11. (a) The value of the stabilized “delay” (td) versus feedback strength
k1; a potential critical slowing down of the feedback strength is implied in the
exponential form of the plot. (b) Linear fitting of the log transformation of td
and k1 according to the critical form (k1c = 0.004).

3.3. Hysteresis loop caused by changing the external stim-
ulus intensity

In this section, the duration of the stimulus (ts) is set to
be infinity, and the intensity of the stimulus (Iext) is varied.
There are several neuronal discharge situations with astrocytic
calcium ion concentrations under external stimulus intensities
in the interval [7, 12] µA/cm2, as shown in Fig. 12. As the
intensity of the external stimulus changes, the firing modes
of the neuron and the regulation by the astrocyte seem to
change irregularly. The sudden change of Iext from 8 µA/cm2

(Fig. 12(b)) to 9 µA/cm2 (Fig. 12(c)) leads to a big change of
neuronal firing state, from resting to spiking, while it cannot
fire normally at 10 µA/cm2 of the Iext (Fig. 12(d)). However,
once the Iext reaches 11 µA/cm2 (Fig. 12(e)), the neuron can
discharge continuously and the concentration of the astrocytic
calcium ion is sustaining higher again.

The concentration of Ca2+ is at a stable and high level
when the neuron spikes continually, while it is at a low level
when the neuron rests. Therefore, the concentration of Ca2+ in
the astrocyte and the pattern of neuronal firing change simul-
taneously. The amplitude of the stable oscillations of calcium
waves in the astrocyte is chosen as the ordinate because it is
clearer when only one parameter is used as an indicator of the
neuron firing pattern. As a result, the concentration of Ca2+

corresponding to Iext in the interval [0, 14] µA/cm2 is shown
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in Fig. 13 for studying its effect on the firing patterns of neu-
rons; a stable Ca2+ concentration is set to the longitudinal co-
ordinate, and the adjacent points are connected to indicate the
severe change in Ca2+ concentration.

From Fig. 13, the concentration of Ca2+ sharply switches
with a change in Iext. Lower Ca2+ concentrations correspond
to Figs. 12(a), 12(b), and 12(d), which is a stable focus in
phase space. Higher concentrations are shown in Figs. 12(c),
12(e), and 12(f). The trajectories of the system in phase space
is shown in Fig. 14 for more intuitive presentation. The ma-
genta point and red circle represent the stable focus and the

second attractor, respectively. There is a closed circle shown
in Fig. 15, which is the Poincaré surface (Ca2+ = 315 nM) of
the attractor for higher Ca2+ concentrations. The closed circle
indicates that the second attractor of this system in phase space
is an invariant torus attractor when higher Ca2+ concentrations
are taken. That is to say, the whole system is in quasi-periodic
motion. Although the initial values (blue–green) are the same,
they will follow different trajectories (black or blue) to reach
different attractors (magenta or red) under different external
stimulus intensities. This is why the concentration of Ca2+

oscillates violently in the interval as depicted in Fig. 13.
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Fig. 12. The firing patterns of the neuron and Ca2+ concentrations in the astrocyte with different stimulus intensities whose duration is extended to be
infinite. The black curves represent neuronal membrane potentials, whereas the red curves represent calcium concentrations in the astrocytes. The initial
values are the same as those in Fig. 1. (a) Iext = 7 µA/cm2, (b) Iext = 8 µA/cm2, (c) Iext = 9 µA/cm2, (d) Iext = 10 µA/cm2, (e) Iext = 11 µA/cm2, (f)
Iext = 12 µA/cm2.

0

Iext/mAScm-2

50

100

150

200

250

300

350

400

C
a
2
+
/
n
M

2 4 6 8 10 12 14

Fig. 13. Ca2+ concentration in a stable state versus stimulus intensity (Iext).
The points are not continuous in the interval [8, 12] µA/cm2 and its vicinity,
the adjacent parts are connected with lines for showing the sharp change in
Ca2+ concentration.

In fact, an increase in the external stimulus intensity
causes the phase diagram of this multidimensional system to
change in phase space. The initial value is switched between
the attraction domain of the stable focus, whose time history is
shown in Fig. 12(b), and the attraction domain of the invariant
torus attractor, whose time history is shown in Fig. 12(c). The

two attraction domains change as Iext changes.
In other words, when a value in the interval

[7.5,12.5] µA/cm2 is chosen for the external stimulus in-
tensity, there will be at least two stable attractors in phase
space; the neuronal discharging pattern and the oscillation
of the concentration of Ca2+ have a bistable state between
a quiescent state and quasi-periodic motion; the initial value
may be taken near the boundaries of these two attractors, and
the trajectory may be towards the focus or the torus attractor.
Neuronal electric activity may consequently either be at rest
or oscillate due to different initial states.

The initial values are the same in calculating the stable
Ca2+ concentration under different Iext in Fig. 13. In order
to find the accurate interval of bistability, the initial values at
the next stimulus intensity is the values when the Ca2+ con-
centration converges under the present stimulus intensity, re-
gardless of whether the intensity increases or decreases. Ap-
parently, the initial values obtained above is different from the
one shown in Fig. 13.
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The entire bistable interval for Ca2+ concentrations is
shown in Fig. 16, where a hysteresis loop is observed for an
Iext from 3.51 µA/cm2 to 12.79 µA/cm2, which also illus-
trates the system’s sensitive selection of initial values.

The effect of electromagnetic induction is considered as
well; k1 is chosen as the variable once again to determine the
dynamic effects of magnetic induction on astrocytic calcium
ion concentrations.

Several bifurcation diagrams are shown in Fig. 17 for the

bistable interval of Ca2+ concentration. According to Fig. 17,
the lower critical external stimulus intensity (Il) and the higher
critical external stimulus intensity (Ih) increase with increasing
k1, while the difference between Il and Ih decreases. More-
over, the bistability disappears and the amplitude of the quasi-
periodic oscillation becomes larger as k1 varies from 0.015 to
0.02.
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Fig. 16. The bifurcation diagram of Ca2+ concentration versus exter-
nal stimulus intensity (Iext); an intact bistable interval is shown over
[3.51,12.79] µA/cm2.
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Fig. 17. The bifurcation diagram of Ca2+ concentration with respect to external stimulus (Iext) under different k1, Il, and Ih mean lower and higher
critical external stimulus of two catastrophe points.
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To investigate how k1 specifically affects bistability, more
values need to be calculated in the interval [0, 0.02]. Figure 18
shows the critical Iext as a function of k1. As the electromag-
netic conduction increases from zero (i.e., k1 = 0), Il and Ih in-
crease while the bistable interval is reduced. The gap between
Il and Ih vanishes when k1 = 0.016, bistability disappears and
only one catastrophe point is left. The magenta point is the
critical value for the disappearance of bistability. Moreover,
electromagnetic induction only acts on the whole system when
it is strong, while it has little effect at a relatively lower level.
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Fig. 18. The critical stimulus intensity (Iext) changes with the varying
of k1, the magenta point indicates the moment bistability disappeared.

4. Conclusion and discussion
In this paper, we study the dynamic behavior of an im-

proved neuron–astrocyte coupling model which takes into ac-
count the effect of electromagnetic induction.

The high sensitivity of the “delay”, the delayed time from
the firing state to the resting state after the stimulus stopped,
can be observed by changing the duration or intensity of the
external stimulus. Although the control parameters are dif-
ferent, the effects of varying one parameter while keeping
the other fixed are similar between the two parameters. This
high sensitivity can even be shown in double-parameter space
when both the duration and intensity are considered. The self-
similarity implied in Fig. 4 indicates that several values can be
taken even in very limited intervals, which can characterize the
sensitivity. The fractal dimension can quantify the high sensi-
tivity because self-similarity is also a characteristic of fractals.
The results obtained from varying the stimulus duration or in-
tensity also display the obvious fractal phenomenon. More-
over, different fractal characteristics can be observed over dif-
ferent intervals of the external stimulus intensity as the exter-
nal stimulus intensity changes and are confirmed by the differ-
ent calculated fractal dimensions. In addition, a bistable state
about a quiescent state and quasi-periodic motion is observed
for a certain range of stimulus intensities when the duration
of stimulus is extended to infinity. The neuron could be in
the resting state or the periodically oscillating state accord-
ing to the initial values. Finally, the influence of electromag-
netic induction on the coupled system was investigated. As the

feedback strength (k1) of the electromagnetic induction on the
neuronal membrane potential decreases to zero, the “delay”
increases exponentially and is infinite in the critical value of
k1 (k1 = 0.004) while it will disappear when k1 is decreasing
further especially in the absence of electromagnetic induction
(k1 = 0). That is, only electromagnetic induction contributes
to the generation of “delay”. On the other hand, a strong elec-
tromagnetic induction will affect the bistability of the whole
coupling system, but there is no evident effect of weak induc-
tion.

There are few researches on considering the magnetic
effect of astrocytes, whether from the perspective of experi-
ment or numerical study. However, magnetic effect or mag-
netic stimulation has a strong effect on neurocytes and neu-
rological diseases. Repetitive transcranial magnetic stimula-
tion (rTMS), an effective method in the treatment of depres-
sion for its anti-depressant effect associated with changes to
the endocannabinoid system (ECS) and increase of the sub-
stance expression in astrocytes, has attracted attentions in re-
cent years.[48,49] However, the magnetic stimulation put for-
ward above is different from the magnetic effect caused by
electric field induction in the present paper, which introduces
the effect of magnetic induction to neurons coupled with as-
trocytes at the same time.

For some time, it had been believed that electromagnetic
induction contributed to the memory effect of the nervous
system,[34,50] which is typically realized by introducing a time
delay term into the model. Obviously, the time delay is dif-
ferent from the “delay” defined here, which is the delayed
duration back to resting state while the external stimulation
ceased in the neuron–astrocyte coupling model that takes into
account electromagnetic induction. Moreover, the effects of
sustained external stimulation on neurons have been consid-
ered in Refs. [41,42], while “delay” only occurs when there
is limited stimulation duration according to the present paper.
A magnetic matter in the brain, which was proved to be the
magnetic protein called MagR, was successful predicted due
to the inductance effect by energy coding model,[51] it pro-
vides a perspective for exploring further. The model defined
here may create a novel viewpoint for studying the effects of
neuronal systems.

In the clinic, numerous methods involving electric stim-
ulation are used to treat nervous system diseases.[52] Vagus
nerve stimulation therapy has been shown to have an effect
in the treatment of epilepsy,[53] and electrical stimulation of
the cervical or thoracic spinal cord can significantly help pa-
tients with dystonia and spastic torticollis to control motor
function.[54] However, depending on the type of disease and
patient tolerance, subtle changes in stimulus intensity and du-
ration could have a significant impact on the therapeutic effect.
The sensitivity illustrated in this paper may provide a new per-
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spective for explaining this phenomenon.
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