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Abstract. This paper presents sentiment analysis that will be used as Decision Support in 
employee recruitment. Sentiment analysis used Term Frekuensi.Index Document Frekuensi 
(TF.IDF) weight calculations. Weighting results were classified using the Support Vector 
Machine (SVM) method into several categories, namely negative sentiment, positive sentiment 
and neutral. the results of this study showed an accuracy value of 0.65 which was the best 
accuracy for text classification 

1.  Introduction 

Employee recruitment activities become important in a company to support its business activities and 
productivity [1]. But these companies often get employees who do not fit the specified criteria because 
the company does not have fixed standards. Also, the objective assessment does not cause injustice in 
the process of employee recruitment which causes the quality of the employee received is not sometimes 
as expected. 

This study intended to build a system that measured the sentiment of prospective employees that was 
useful as one component in supporting the decision to recruit employees objectively to get quality 
employees by company needs. 

Sentiment analysis in this study used TF.IDF (Term Frekuensi. Index Document Frekuensi) 
weighting to find the weight value of each word. TF.IDF  was one of the most popular weighting 
methods used in giving weight to a text [2]. After the weighting process, then the text or words would 
be classified using the SVM (Support Vector Machine) algorithm. SVM was the best classification 
algorithm in reducing errors in the classification results[3]. 

The objectivity in job interviews was very important. Therefore we needed a system to analyze 
sentiment in job interviews. Based on the model that had been formed then it would be implemented 
into an application. 

2.  Methods 

This study used data taken from the writing or essay of prospective new employees for further analysis 
using sentiment analysis. Sentiment Analysis was a way to extract one's feelings, opinions and habits 
from an article [4]. Sentiment analysis could be used as an alternative psychological assessment of 
someone from writing activities [5]. 
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Sentiment analysis had been used in various fields including sports which were used to evaluate the 
match based on the sentiment of the fans [5], the political field was used to analyze the level of candidate 
selection in an election based on writing or tweet on social media tweeter [6] [7] [8] [9], and in the social 
field it was used to see the response of the community to the surrounding social conditions [4] [10] [11]. 
Sentiment analysis could also be applied as a method to support a decision [12] [13]. 

 

 
 

Figure 1. Research Stages 

3.  Result and Discussion 

In the preprocessing stage, the document or corpus text that has been collected will go through a token 
process that is cleaning by cutting the string into word fragments. Furthermore, the filtering process is 
to get rid of less meaningful words then the process of stemming is done which is the process of finding 
the basic root of each word. 

After the preprocessing stage is completed, in the next stage the weight search uses TF.IDF then a 
text classification is performed. In weighing the results of the essay, there are several documents (d). 
The document in question is the content of several prospective employees. As an example, we present 
the problem as follows: 
(d1) I am a great person. 
(d2) I'm also a caring person 
(d3) someone who wants to study 
(d4) someone who works hard 

 

Table 1. The results of the stemming process 

Negative, Positive and Neutral 
Dictionary 

Text 

(Token) String Cutting Process 

(Stemming) The process of searching for root word 

(Tagging) The process of searching for the initial form of 
the word root 

(Filtering) The process of removing words is less 
meaningful 

 

TEXT CLASSIFICATION 

WEIGHTING (TF.IDF)  

ANALYSIS RESULTS 
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term (t) d1 d2 d3 d4 
I 1 1 0 0 
Am 1 1 0 0 
Person 1 1 0 0 
Someone 0 0 1 1 
Study 0 0 1 0 
Great 1 0 0 0 
Works 0 0 0 1 
Hard 0 0 0 1 

 

Table 2. The results of document frequency (df) 

term (t) df 

I 2 
am 2 
person 2 
someone 2 
study 1 
great 1 
works 1 
hard 1 

 
Then calculate  inverse document frequency (idf) using equations  
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Table 3. The results of inverse document frequency (idf) 

Table 4. The results of Term Frekuensi.Index Document Frekuensi (TF.IDF) 

term (t) TF.IDF 

d1 d2 d3 d4 

I 0,602 0,602 0 0 
am 0,602 0 0 0 
person 0,602 0,602 0 0 
someone 0 0 0.602 0.602 
study 0 0 0,602 0 
great 0,602 0 0 0 
works 0 0 0 0,602 
hard 0 0 0 0,602 

term (t) Df idf 

I 2 1/2=1 
am 2 1/2=1 
person 2 1/2=1 
someone 2 1/2=1 
study 1 1/1=1 
great 1 1/1=1 
works 1 1/1=1 
hard 1 1/1=1 

term (t) df idf 

I 2 Log(4/2)=0.301 
am 2 Log(4/2)=0.301 
person 2 Log(4/2)=0.301 
someone 2 Log(4/2)=0.301 
study 1 Log(4/1)=0.602 
great 1 Log(4/1)=0.602 
works 1 Log(4/1)=0.602 
hard 1 Log(4/1)=0.602 
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3.1.  Model Testing 

Model testing is performed to find the accuracy value of the SVM classification algorithm. The value 
obtained will be a reference for researchers in developing the next model, the following is the result of 
testing the model. 

The accuracy value obtained from 4 times of testing using cross-validation method where the amount 
of data distribution is 2000 divided into 4 fold. From the 4 fold all act as training and testing. Validation 
results could be seen in Figure 2. Based on the graph in Figure 2, the average accuracy value is 0.65%. 
 

 

 

Figure 2. Accuracy Graph 
 

3.2.  Implementation 

After testing the built model, the model was then applied to an application program. Pageviews of job 
interview sentiment analysis could be seen in Figure 3. 

 

 

Figure 3. Display of Job Interview Sentiment Analysis Page 
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4.  Conclusions 

The results of this study indicate that the classification of sentiment analysis with SVM, from the results 
of 4 times the test has quite significant results with the accuracy value obtained is an average of 0.65 

From the results obtained, the effectiveness and objectivity in the acceptance of employees can be 
achieved so that a company will easily determine employees by the expected criteria. 
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