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Abstract
The two key elements of GNSS attitude determination are the correct integer ambiguity
resolution (IAR) and the choice of appropriate method. The least-squares ambiguity
decorrelation adjustment method is normally used to fix ambiguities using float estimates.
However, it is difficult to get all ambiguities fixed in real time. Therefore, a method of partial
ambiguity resolution which considers the success rate of IAR and makes full use of the
ambiguity information at each epoch is proposed. The ambiguities after decorrelation can be
divided into fixed ambiguities and unfixed ambiguities considering the fixing success rate. At
the next epoch, the fixed ones are treated as constants, while the float estimates of the unfixed
ones, along with the corresponding covariance matrix, are treated as prior information or
pseudo-measurements. The parameters of the attitude determination problem can be baseline
coordinates (BCs) or attitude angles (AAs). BC parameterization, without considering the
baseline constraints, has the merit of resulting in a linear model; however, it involves parameter
redundancy, which reduces the model strength. AA parameterization, although avoiding
parameter redundancy, brings in nonlinearity and hence linearization errors in the least-squares
solution. The linearization errors decrease as the number of fixed ambiguities increases. A
switching-parameterization method is proposed; namely, at any epoch, as long as there are at
least three fixed double-difference ambiguities, AA parameterization is adopted, otherwise BC
is adopted. Even with AA, BC is firstly estimated and then transformed to attitude estimates at
which the nonlinear measurement equations are linearized and solved. To verify the
performance of the proposed method, a comparative study is implemented with BC and AA
methods in the static experiment. The results show that the proposed method can fix ambiguity
faster and have better stability and accuracy. In addition, the yaw angle is consistent with the
actual running route of the vehicle in the kinematic experiment.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Attitude determination using GNSS has received broad atten-
tion in recent years. With its unique advantages, such as high
precision, lack of drift, low cost and low power consumption

[1, 2], it is widely used in aviation, aircraft, navigation, land
and other fields [3–8]. The essence of GNSS attitude determ-
ination is placing an array of antennas onto a vehicle whose
attitude information is to be determined by processing the data
received by the antennas. A crucial challenge in this process, in
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addition to the attitude calculation, is the resolution of carrier
phase ambiguities [9]. Therefore, the research status will be
introduced from two aspects, namely the integer ambiguity
resolution (IAR) and attitude determination.

Themethods of solving integer ambiguity include the ambi-
guity function method [10], the least-squares search method
[11], the fast ambiguity solution method [12] and the least-
squares ambiguity decorrelation adjustment (LAMBDA)
method. Among all methods, the LAMBDAmethod is widely
recognized as the most rigorous in theory and the most effi-
cient to search for the optimal solution [13, 14]. Quite a
few scholars have contributed to the IAR in GNSS atti-
tude measurement [15, 16]. Due to the feature of unchanged
baseline length in GNSS attitude determination, a constrained
LAMBDA (C-LAMBDA)method is proposed, which is a non-
trivial modification of the standard LAMBDA method [17].
Using C-LAMBDA, a high ambiguity resolution success rate
and high computational efficiency will be achieved. It is suited
to data processing in complicated kinematic environments
[18]. The performance of the C-LAMBDA method is ana-
lyzed by means of extensive experimental testing including
land, ship and aircraft experiments in literature [14]. However,
for IAR, not all integer ambiguities can be easily fixed due to
the randomness or the fact that the stochastic variability of the
integer ambiguity estimator is too large to be neglected [19].
In general, only parts of ambiguities can be reliably fixed. The
method of partial ambiguity resolution (PAR) is widely used
in single-epoch IAR [20]. IAR is not necessarily implemen-
ted in a single-epoch manner, though this represents the most
challenging case. Batch processing is not permitted in real-
time applications, e.g. for GNSS attitude determination, the
topic of this study. However, historical information corres-
ponding to (unfixed) ambiguities can still be used at an epoch,
through recursive methods, e.g. Kalman filtering or recurs-
ive least-squares, the latter being employed in this study. The
existing PAR approaches are compared and analyzed in the
framework of the recursive least-squares method. A subset of
the ambiguity is selected to be fixed considering the fixing suc-
cess rate, ratio values and other thresholds, and experimental
results have shown that PAR can result in improvements in
terms of both accuracy and quality control [21].

Attitude determination methods can be generally divided
into two categories. One is accomplished in the position
domain and the other is carried out in themeasurement domain
[22–24]. In the position domain, attitude will be obtained
by transforming from the baseline vectors in the local level
system (LLS) to the known baseline vectors in the body
frame (BF); the former is calculated according to the baseline
information in the WGS-84 coordinate system obtained dir-
ectly from GNSS relative positioning processing. On the con-
trary, the attitude can be directly calculated from the lin-
earized equation in the measurement domain. There may be
parameter redundancy in the former even when the baseline
constraints are taken into consideration. For instance, with p
baselines, there are 2p parameters with the position-domain
method, while the parameter number is always three with
the measurement-domain method, as long as non-redundant

attitude parameterizations are adopted, such as Euler angles,
rotation vector and Rodrigues parameters [25, 26]. For p ≥ 2,
redundancy is introduced with the position-domain method.
Parameter redundancy will decrease the model strength and
increase the solution variance. If the baseline constraints
are not considered, which is possible due to the merit of
resulting in linearity of the model, the redundancy prob-
lem is more serious. Though avoiding parameter redundancy,
the measurement-domain methods have their own demerit,
namely the nonlinearity of the model. In the least-squares
method, linearization is necessary which will inevitably intro-
duce linearization errors. Clearly, the magnitude of the linear-
ization errors directly depends on the accuracy of the initial
attitude estimate at which the linearization is done. This ini-
tial attitude estimate is obtained from the transformation of
the baseline solution. As long as there are at least three un-
ambiguous carrier phase measurements, the baseline solution
and hence the initial attitude estimate can be regarded suffi-
ciently accurate. Then the linearization errors can be regarded
as sufficiently small to be neglected. For brevity, in this work,
the position-domain and measurement-domain methods are
called the baseline coordinate (BC) and attitude angle (AA)
approaches, respectively.

In this contribution, the PARmethod is used in the recursive
least-squares framework to resolve the integer ambiguities for
the attitude determination. The integer ambiguities after decor-
relation are divided into the fixed ambiguity group and the
unfixed ambiguity group, considering the fixing success rate.
The fixed ones are treated as constants. In addition, the float
estimates of the unfixed ambiguities, along with the corres-
ponding covariance matrix, will be retained to the next epoch,
and be regarded as a set of pseudo-measurements to assist the
IAR at that epoch. For both, the important precondition is that
the corresponding satellite is still trackedwithout cycle slips or
with cycle slips correctly repaired. Otherwise, for the former,
namely the fixed ones, the double-difference (DD) measure-
ment equation is used to calculate the float ambiguities by
the least-squares method and LAMBDA is implemented. If
the ambiguities cannot be fixed, it will be regarded as a part
of the float estimates. For the latter, the prior information is
obtained by the same way, although LAMBDA is not imple-
mented. This is beneficial due to the improved overall accuracy
and better quality control. For attitude determination, to avoid
the demerits of the two parameterizations and combine their
merits, a switching strategy is proposed. This strategy is simple
and intuitive as follows. At any epoch, if there are at least three
un-ambiguous carrier phase measurements, AA parameteriza-
tion is employed, otherwise we employ BC. Considering that
even in AA, BC is also firstly used to obtain the initial values
to do the linearization, choosing the parameterization is essen-
tially determining whether to do the linearization and hence
the AA estimation. Note that three un-ambiguous carrier phase
measurements make the three-parameter attitude determina-
tion problem properly determined, without considering low-
accuracy pseudo-range measurements. Of course, the num-
ber of un-ambiguous carrier phase measurements larger than
three would be a feasible alternative, without any essential
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difference in the algorithm from that with three measurements.
If the AA parameterization is not to be adopted, the unfixed
ambiguity estimate in the initial BC solution is retained to
the next epoch. Note that even with the BC parameterization,
AA estimates can still be calculated, if necessary, although
they are not used to linearize the nonlinear measurement
equations.

The remainder of the paper is organized as follows: the
second section introduces the parameterization-switching atti-
tude determination method with PAR, which includes the
PAR considering the bootstrapped success rate, BC and AA
approaches. The third section demonstrates the performance
of the proposed method through static and kinematic experi-
ments. The fourth section presents the conclusions.

2. Parameterization-switching attitude
determination method based on PAR

Either the BC or AA approach can be used for GNSS atti-
tude determination. No matter which approach is used, the
integer ambiguities must be solved correctly. In this contribu-
tion, the float ambiguities are calculated considering the cor-
relation of integer ambiguities between epochs using recurs-
ive least-squares. PAR is used to fix the integer ambiguities
with higher accuracy and better quality control. Furthermore,
a parameterization switching strategy is employed for attitude
determination in order to avoid the demerits of the two para-
meterizations and to combine their merits.

2.1. PAR considering the bootstrapped success rate

The fixing success rate is one of the critical reference criteria
for whether the integer ambiguity can be correctly fixed, and it
corresponds to the accuracy of the float ambiguity [19]. How-
ever, because of the complexity of the integer least-squares
(ILS) ambiguity pull-in region and computational load of the
integration of the multivariate probability density function,
numerous researchers have taken the success rate computed
with the integer bootstrapping method as the actual ILS suc-
cess rate [27], which is also the case in this paper. The boot-
strapped success rate is calculated by equation (1). In order to
ensure that the ambiguities are correctly fixed, the ratiomethod
is used to test the fixed ambiguities:

Ps =
m∏
i=1

(
2Φ

(
1

2σi|I

)
− 1

)
(1)

with

Φ(x) =
1√
2π

xˆ

−∞

e−t2/2dt (2)

where σi|I are the diagonal elements of the covariance matrix
of the converted ambiguity vector after LAMBDA processing.

Using the double-difference float ambiguities n̂, along with
the corresponding covariance matrix, which can be easily

computed in least-squares adjustment of the measurements,
either with the BC or AA method detailed in the following,
the following linear transformation is performed according to
LAMBDA theory:

â= ZTn̂. (3)

The bootstrapped success rate for each element of the vec-
tor in equation (3) is calculated by equation (1). The suc-
cess rate is compared with a given threshold P0. According
to this comparison, the float ambiguities after decorrelation
are divided into two groups, as shown in equation (4), and
the corresponding covariance matrix is shown in equation (5).
One group is called the fixed group, denoted as â1, which can
be reliably fixed, namely with sufficiently high success rate,
and the other group is called the unfixed group, denoted as â2,
whose float estimates need to be corrected according to the
fixed ambiguity group:

â=
[
â1
â2

]
(4)

Qââ =

[
Qâ1â1 Qâ1â2
Qâ2â1 Qâ2â2

]
. (5)

The float ambiguity â2 is corrected by equation (6) and the
corresponding covariance is shown in equation (7):

ã2 = â2 −Qâ2â1Q
−1
â1â1

(â1 − ã1) (6)

Qã2ã2 = Qâ2â2 −Qâ2â1Q
−1
â1â1

Qâ1â2 (7)

where ã1 is a fixed integer solution corresponding to â1, ã2 is
the corrected float ambiguity and Qã2ã2 is the corresponding
covariance matrix.

After the above process, equation (3) can be expressed in
the form of the following inverse transform:

ñ= Z−Tã= Fã=
[
F1 F2

][ ã1
ã2

]
= F1ã1 +F2ã2. (8)

Obviously, matrix F= Z−T, and F is split into two parts,
namely F1 corresponding to ã1 and F2 corresponding to
ã2. Note that in the above, ã1 will be treated as a known
constant without any uncertainty and ã2 will be treated
as an unknown but with prior information as shown in
equations (6) and (7).

2.2. GNSS attitude determination model

As the baseline length in GNSS attitude determination is gen-
erally far less than the distance between the antennas and the
satellites, the lines of sight for all antennas tracking the same
satellite are regarded as the same. At the same time, consid-
ering the short-baseline nature, it can be safely assumed that
almost all common errors have been completely eliminated in
the DD observations, so the DD measurement equations can
be simplified as follows:

∇∆pij0r =−
(
Lir−Ljr

)
be0r (9)
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∇∆ϕij0r =−
(
Lir−Ljr

)
be0r−λnij0r (10)

where ∇∆ denotes the DD operator, superscripts i and j
denote the ith and jth tracked satellite, and subscripts 0 and
r denote the main antenna and slave antenna. Corrected meas-
urements ∇∆pij0r and ∇∆ϕij0r denote the observed minus
computed double-difference pseudo-range and carrier phase
(expressed in unit of meters) measurement vectors, respect-
ively. Vector L denotes the line-of-sight vector, be0r denotes
the baseline vector expressed in the WGS-84 frame, scalar
λ denotes the wavelength, and n denotes the DD float
ambiguities.

At the immediately previous epoch, applying the Z trans-
form to float ambiguities n then selecting the partial fixed
ambiguities, equation (8) is obtained. In addition, the float
estimates in the unfixed ambiguity group, along with the cor-
responding covariance matrix, are retained and used to assist
in IAR at the current epoch if the corresponding satellite is
still tracked without cycle slips or with cycle slips correctly
repaired. For clarity, the corresponding (pseudo-) measure-
ment equation is displaced in the following:

ã2 = a2 + e (11)

in which the covariance matrix of the zero-mean measure-
ment error e is exactly the one shown in equation (7). We
stack all measurements shown in equations (9) and (10) to get
a measurement vector denoted as p/ϕ. And the matrix com-
posed of the line-of-sight vector, namely the coefficient matrix
of the baseline vector, is A. So finally we have the following
measurement equation at the current epoch, with equation (8)
being taken into consideration:

d=

 p
ψ
ã2

=

 A 0
A ΛF2

0 I

[
b
a2

]
+ ε= C

[
b
a2

]
+ ε

(12)
where

ψ= ϕ−F1ã1= Ab−ΛF2a2. (13)

Note that the diagonal matrix Λ consists of the wavelength λ.
For convenience, the coefficient matrix of parameters b and a2

denotes C=

 A 0
A ΛF2

0 I

 with identity matrix I.

A point worth emphasizing is that equation (12) is exactly
the measurement model for the estimation or adjustment at
the current epoch. The BC approach, detailed in the follow-
ing section 2.3, can be performed when the parameters b
and a2 in equation (12) have been estimated. By modifying
equation (12), namely replacing b with (increment) AAs as
parameters, the AA approach, detailed in the following sec-
tion 2.4, would be executed. For either of the two approaches,
PAR processing would be performed to fix potential parts of
estimate a2, detailed in the above section 2.1.

2.3. BC approach

The BC approach is simply solving the problem with exactly
the same measurement equation as in equation (12). The
weight matrix is denoted as K = (cov[ε])−1, and we can easily
derive the following least-squares solution:

P=
(
CTKC

)−1
=

[
P⌢
b

⌢
b

P⌢
b

⌢
a 2

P⌢
a 2

⌢
b

P⌢
a 2

⌢
a 2

]
(14)

[
⌢

b
⌢
a2

]
= PCTKd. (15)

We extract float ambiguities
⌢
a2 and the corresponding cov-

ariance matrix P
⌢
a 2

⌢
a 2

from equations (15) and (14) for decor-

relation processing. According to the PAR theory, the float

ambiguity
⌢
a2 after decorrelation is denoted as û, and if a part

of û can be fixed, we introduce the following splitting:

û=
[
û1 û2

]T
. (16)

Following equations (6)–(8), we readily have the following.
Note that the meanings of matrices J, J1 and J2 are sim-
ilar to those of the matrices F, F1 and F2 in equation (8),
respectively:

⌣
a2 = Jũ= J1ũ1 + J2ũ2. (17)

Substituting equation (17) into equation (8), we have the
following.

ñ= F1ã1 +F2J1ũ1 +F2J2ũ2. (18)

We replace F1ã1 with F1ã1 +F2J1ũ1, replace F2 with
F2J2, and replace ã2 with ũ2, and the processing can go on
to the next epoch.

After the optimal value of float ambiguity
⌣
a2 in equa-

tion (17) is obtained, and hence P
⌢
b

⌢
a 2

and P
⌢
a 2

⌢
a 2

are extrac-

ted from equation (14), then the baseline vector
⌢

b will be cor-
rected according to equation (19); namely the optimal value

of the baseline vector
⌣

b in the WGS-84 coordinate system is
obtained:

⌣

b =
⌢

b −P
⌢
b

⌢
a 2

P−1
⌢
a 2

⌢
a 2

(
⌢
a2 −

⌣
a2

)
. (19)

For attitude determination, the baseline coordinate vector in
the BF is usually known, denoted as bc0r = [xc,yc,zc]T. The
baseline vector calculated in equation (19) is firstly trans-
formed to the one in the LLS, denoted as bl0r =

[
xl,yl,zl

]T
=

Rle
⌣

b . So we have the following rotation transformation:

bl0r = RT (φ,ω,γ)bc0r (20)

with the rotation matrix represented by the attitude as
follows:
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R(φ,ω,γ)=

 cosγ cosφ− sinγ sinω sinφ
−cosω sinγ

sinγ cosφ+ cosγ sinω sinφ

cosγ sinφ+ sinγ sinω cosφ
cosω cosφ

sinγ sinφ− cosγ sinω cosφ

−sinγ cosω
sinω

cosγ cosω

 . (21)

Without loss of generality, let bc12 =
[
0 l2 0

]T
and bc13 =[

l3 sinβ l3 cosβ 0
]T

with known β, as shown in figure 1.

Let bl12 =
[
x2 y2 z2

]T
and bl13 =

[
x3 y3 z3

]T
. Accord-

ing to equations (20) and (21), the AAs are calculated as
follows:

φ=−arctan(x2/y2)

ω = arctan

(
z2/

√
(x2)

2
+(y2)

2
)

γ = arcsin

(
sinω cosβl3 − z3
cosω sinβl3

)
.

(22)

When the number of fixed double-difference ambiguities is
less than three, the BC approach, described above, is selec-
ted to determine the AAs. In the BC approach, the baseline
coordinate vectors are obtained in a linear equation; how-
ever, in order to calculate three AAs, the two baselines need
to be resolved, namely six baseline parameters are calcu-
lated to solve the three-parameter attitude problem. Obviously,

the parameter redundancy is introduced, which decreases the
model strength and increases the solution variance.

2.4. AA approach

From the above, we readily have the relationship: b= Rel b
l
0r =

RelR
T (φ,ω,γ)bc0r, on the right hand side of which there are

only three unknowns, namely φ, ω and γ. Substituting this
relationship into equation (12), we get the measurement equa-
tion for the AA approach. Clearly from equation (21), this
measurement equation is nonlinear, hence linearizing equation
(21) as follows:

RT (φ,ω,γ) = RT (φ0,ω0,γ0)+
∂RT (φ0,ω0,γ0)

∂φ
δφ

+
∂RT (φ0,ω0,γ0)

∂ω
δω+

∂RT (φ0,ω0,γ0)

∂γ
δγ

(23)

with

∂RT

∂ω =

 −Sφ0Cω0Sγ0
Cφ0Cω0Sγ0
Sφ0Sγ0

Sφ0Sω0

−Cφ0Sω0

Cω0

Sφ0Cω0Cγ0
−Cφ0Cω0Cγ0
−Sω0Cγ0


∂RT

∂γ =

 −Cφ0Sγ0 − Sφ0Sω0Cγ0
−Sφ0Sγ0 +Cφ0Sω0Cγ0

−Cω0Cγ0

0
0
0

Cφ0Cγ0 − Sφ0Sω0Sγ0
Sφ0Cγ0 +Cφ0Sω0Sγ0

−Cω0Sγ0


∂RT

∂φ =

 −Cγ0Sφ0 −Cφ0Sω0Sγ0
Cφ0Cγ0 − Sφ0Sω0Sγ0

0

−Cφ0Cω0

−Sφ0Cω0

0

−Sγ0Sφ0 +Cφ0Sω0Cγ0
Cφ0Sγ0 + Sφ0Sω0Cγ0

0


(24)

where S denotes sin, C denotes cos, and φ0, ω0, γ0 denote
the initial values of yaw, pitch and roll angles, respectively,
which can be calculated from the BC approach, as shown in the
above section 2.3. In equation (23), δφ, δω and δγ denote the
AA corrections, or increment AAs. With equation (23) being
taken into consideration, we replace b in equation (12) with
(increment) AAs θ as parameters. Meanwhile, the coefficient
matrix of parameters θ and u2 denotes M, and hence the fol-
lowing linearized equation is obtained:

c=

 p
ψ
ũ2

=M
[
θ
u2

]
+ ζ (25)

where

θ =
[
δφ δω δγ

]T
. (26)

Note that equation (25) is exactly the linearized measure-
ment equation for the AA approach. The least-squares solu-
tion of equation (25) is shown as follows, with cofactor matrix

G=

[
T 0
0 P̄

]
.

N=
(
MTG−1M

)−1
=

[
Nθ̂θ̂ Nθ̂û2
Nû2θ̂

Nû2û2

]
(27)
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Figure 1. Antenna configuration in the BF.

[
θ̂
û2

]
= NMTG−1c (28)

where T is the cofactor matrix corresponding to the measure-
ments p andψ, and P̄ is equivalent to Q

⌣
u 2

⌣
u 2

. Since the obser-

vation equation is nonlinear, the iterative method is used to
obtain the optimal AAs. In this contribution, when the Euc-
lidean norm of the AA corrections is less than 10–7, we will
stop the iteration, and output the optimal attitude values and
float ambiguities. Then we extract û2 and Nû2û2 from equa-
tions (28) and (27), and the PAR is completely parallel to that
in the above section 2.3.

Compared with the BC approach, the three-parameter AAs
are directly calculated in the AA approach, but the equa-
tion is nonlinear. Clearly, it will produce linearization errors
whose magnitude directly depends on the accuracy of the ini-
tial attitude estimates. Obviously, the two parameterizations
have their merits and demerits. To avoid the demerits of the
two parameterizations and combine their merits, a switching
strategy is proposed. Namely, as long as there are at least three
un-ambiguous carrier phase measurements, we deem that the
initial attitude estimate is sufficiently accurate, the lineariz-
ation errors can be regarded as sufficiently small to be neg-
lected, and the AA approach is employed; otherwise, the BC
approach is adopted. Note that the AA approach needs the ini-
tial attitude estimate calculated by the BC approach to linear-
ize the observation model, namely the BC approach is also
used as a preprocessing step of AA approach.

3. Experiment

In order to verify the performance of the proposed method,
we carried out static and kinematic experiments. In the static
experiment, the proposedmethod is comparedwith the BC and
AA methods. The stability and accuracy of the calculated atti-
tude, and the fixed speed of ambiguity are shown. In the kin-
ematic experiment, we calculated the yaw angle of the vehicle
and showed the vehicle’s driving route in real time.

Figure 2. The antennas’ location in the BF in the static experiment.

Table 1. The antenna coordinates in WGS-84 frame.

Antennas X(m) Y(m) Z(m)

CUT00 −2364 337.44 4870 285.62 −3360 809.67
CUTA0 −2364 335.42 4870 281.46 −3360 816.71
CUTB0 −2364 333.54 4870 287.34 −3360 809.53

3.1. Static experiment

The experimental data are downloaded from the GNSS
Research Center at Curtin University. The data are collec-
ted from the CUTB0, CUT00 and CUTA0 antennas of the
TRIMBLE NETR9 receiver with the frequency of 1 Hz and
10◦ elevation mask angle. All antennas are located on the roof
of the building, which assists to reduce the impact of multipath
effects on observation data. The antennas’ actual distribution
and location in the BF are shown in [28] and figure 2, respect-
ively. The antenna CUT00 is selected as the main antenna,
while antenna CUTA0 and antenna CUTB0 are selected as the
slave antennas. The known coordinates of each antenna in the
WGS-84 coordinate system are shown in table 1, and after a
certain transformation, the calculated baseline coordinate vec-
tor b1 is (0, 8.42, 0) and b2 is (4.269,−0.035, 0) in the BF. The
lengths of these two baseline vectors are 8.42 m and 4.27 m,
respectively. In addition, the calculated reference yaw, pitch
and roll angles are 179.9938◦, –1.3217◦ and 2.8711◦, respect-
ively.

In order to verify the performance of the proposed
switching-parameterization (SP) approach, this approach is
compared with the BC and AA approaches. In the data pro-
cessing, the fixing success rate threshold P0 and the ratio value
are set to 98% and 2, respectively. Figure 3(a) shows the num-
ber of visible satellites in the static experiment. It can be seen
that the visible satellite number is stable and changes from 8 to
7 in around 1800 epochs. The number of fixed ambiguities of
three methods is shown in figure 3(b). For clarity, the different
marker sizes are used in the drawing of partial enlargement. It
is obvious that all ambiguities are fixed within five epochs for
the SP approach. In addition, the fixed speed of the proposed
approach is faster than the other two approachs. Specifically,
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Figure 3. The visible satellite number (a) and the fixed ambiguity
number (b) in the static experiment.

Table 2. The bootstrapped success rates of the proposed approach
for both baseline vectors.

Epoch

1 2 3 4

b1 43.16% 95.61% 90.49% 97.85% 100%
b2 74.74% 92.10% 99.98% 100% 100%

for the proposed approach, the bootstrapped success rates of
the unfixed ambiguities corresponding to two baseline vectors
are shown in table 2. At the initial epoch, the overall boot-
strapped success rate of baseline 2 is higher than baseline 1,
which is due to the different geometries, namely directions, of
the two baselines. The reason why the number of success rates
is two at the fourth epoch is that the AA approach is used for
attitude determination at this epoch, hence the float ambigu-
ities are fixed twice, namely using the estimates in the BC and
AA solutions, respectively.

Table 3 shows the averaged attitude values of the proposed
approach within 10 epochs. We can see that the average val-
ues of the three AAs in the first 10 epochs are far from their

Table 3. The averaged attitude values of the proposed approach
within 10 epochs.

1–10 epochs 11–20 epochs 21–30 epochs 31–40 epochs

Yaw (◦) 180.3155 180.0058 180.0056 179.9986
Pitch (◦) −0.8242 −1.2479 −1.2457 −1.2717
Roll (◦) 3.2831 2.9083 2.9268 2.9653

Table 4. AA statistics of three approaches in the static experiment.

SP BC AAType
RMS STD RMS STD RMS STD

Yaw (◦) 0.0152 0.0123 0.0143 0.0134 0.0152 0.0123
Pitch (◦) 0.0382 0.0375 0.0531 0.0469 0.0382 0.0375
Roll (◦) 0.0669 0.0630 0.0782 0.0744 0.0668 0.0630

corresponding reference values. That is because the number of
fixed ambiguities is low. The determined AAs become closer
and closer to the reference values as the epoch increases. Once
all ambiguities are fixed, the attitude determination accuracy
stays rather stationary, due to the fact that this is a static experi-
ment, in which the geometry of the baseline constellation only
varies slowly.

Figures 4(a) and (b) show the AA errors of the SP and BC
approaches when the whole ambiguities are fixed. Note that
the SP and AA approaches are equivalent to each other when
the whole ambiguities are fixed, and hence the attitude errors
of the AA approach are not shown. The statistics of the SP, BC
andAA approaches are listed in table 4. It can be seen from fig-
ure 4(a) that the AA errors, namely the AAs determined by the
proposed method minus the corresponding reference values,
are concentrated around 0◦. In addition, the range of the yaw
angle fluctuation is the smallest, the pitch angle is the second
one, and the roll angle fluctuation is the largest. Obviously, the
same goes for the AA errors calculated by the BC approach.
This fluctuation information can also be derived from stand-
ard deviation (STD) listed in table 4. Compared with the BC
approach, the STD values of the SP approach are smaller in
yaw, pitch and roll angles. And hence we know that the atti-
tude calculated by the proposed approach is relatively stable.
Meanwhile, table 4 gives the root mean square (RMS) of the
three-parameter AAs. From table 4, it is not difficult to find
that the proposed approach has a higher precision than the BC
approach, especially in the pitch and roll angles. Specifically,
the RMS of the yaw is approximately 0.01◦, the RMS of the
pitch angle is within 0.04◦, and the RMS of the roll angle is as
high as 0.07◦.

3.2. Kinematic experiment

Limited to the existing test condition, two GNSS receivers are
used to collect the experimental data whose sampling interval
is set to 1 s and the cutoff satellite elevation angle is set to 10◦.
The distance between the two antennas connected rigidly to
the vehicle is 0.65 m and the connection direction is perpen-
dicular to the driving direction of the vehicle. The actual pos-
ition of the two antennas on the vehicle and their location in

7
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Figure 4. The calculated AA errors of the SP (a) and BC (b)
approaches.

the BF are shown in figures 5(a) and (b). The vehicle remains
stationary for about five minutes before maneuvering.

Only two antennas are used in the kinematic experi-
ment, and hence the AAs can only be determined by the
BC approach, since with the baseline length constraints con-
sidered, the BC and AA approaches are equivalent to each
other. The settings for the fixing success rate threshold and the
ratio value are same as that of the static experiment. During the
whole process of vehicle driving, affected by traffic flow, tree
occlusion, etc, a large amount of invalid data appeared. Only
a part of the data was selected for processing. The first part of
the selected data was collected when the vehicle was station-
ary, and the latter part was collected during the movement.

Figure 6 shows the number of visible satellites. From
figure 6, it can be observed that the number of visible satel-
lites was 10 before about 400 epochs. It changes frequently
and concentrates around 9 or 10 due to maneuvering and other
factors. The actual driving route and the corresponding yaw
angle are shown in figure 7. By comparing these two figures,
it can be observed that the yaw angle generally matches the
actual driving route, and the changes in yaw angle are clear at
the turn of the route.

Figure 5. The antenna configuration in the kinematic experiment:
(a) the actual antenna distribution; (b) the antennas’ location in the
BF.

Figure 6. The visible satellite number in the kinematic experiment.

The baseline length error and the roll angle are calculated
and shown in figures 8 and 9, respectively. It can be observed
that the error of the baseline length is around zero, which
shows a satisfactory accuracy of the solution. The baseline

8
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Figure 7. The comparison figures in the kinematic experiment:
(a) the actual driving route (map data: Google, Maxar Technologies)
and (b) the corresponding yaw angle. (Map data: Google, Maxar
Technologies.)

Figure 8. The error of the baseline length in the kinematic
experiment.

Figure 9. The roll angle in the kinematic experiment.

length error and roll angle for the latter part of the data have
greater fluctuations than the previous part, implying that the

solution result in the kinematic environment is not as good
as that in the static environment. One of the obvious fluctu-
ations is concentrated around 450 epochs, at which the vehicle
is moving. It can be easily found that these fluctuations corres-
pond to the change of the visible satellite number, namely the
number of visible satellites dropped from 10 to 9 or even 7
around these epochs.

4. Conclusions

Correctly fixing the integer ambiguities and selecting the
appropriate attitude determination method are crucial for
determining the attitude using the GNSS measurements. In
this contribution, PAR is used to fix the integer ambiguities.
The partial ambiguities with bootstrapped success rate above
a given threshold are reliably fixed. The estimates of the
unfixed ambiguities, along with the corresponding covariance
matrix, are retained to the next epoch as a set of pseudo-
measurements to assist the estimation at that epoch. A switch-
ing strategy is used for attitude determination; namely, at any
epoch, BC is resolved first, and AA parameterization is fur-
ther employed if there are at least three un-ambiguous carrier
phase measurements.

The performance of the proposed method is verified by
static and kinematic experiments. In addition, a comparative
study is implemented with the BC and AA methods in the
static experiment. The static experimental results show that
all ambiguities can be fixed within five epochs for the pro-
posed method, and it is faster than the other two methods.
In addition, the higher-precision AAs can be obtained by the
SP method. Concretely, the accuracy of the yaw angle, pitch
angle and roll angle is approximately 0.01◦, 0.03◦ and 0.06◦ in
terms of RMS, respectively. Meanwhile, in contrast to the BC
approach, the AAs are relatively stable. The kinematic exper-
imental results indicate that the yaw angle is consistent with
the actual driving route of the vehicle, but the error of baseline
length and the calculated roll angle fluctuate greatly due to the
fluctuation in the number of visible satellites.
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