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Laser powder bed fusion (LPBF), like many other additive manufacturing techniques, offers flexibility in design
expected to become a disruption to the manufacturing industry. The current cost of LPBF process does not favor a try-and-
error way of research, which makes modelling and simulation a field of superior importance in that area of engineering.
In this work, various methods used to overcome challenges in modeling at different levels of approximation of LPBF pro-
cess are reviewed. Recent efforts made towards a reliable and computationally effective model to simulate LPBF process
using finite element (FE) codes are presented. A combination of ray-tracing technique, the solution of the radiation trans-
fer equation and absorption measurements has been used to establish an analytical equation, which gives a more accurate
approximation of laser energy deposition in powder-substrate configuration. When this new analytical energy deposition
model is used in in FE simulation, with other physics carefully set, it enables us to get reliable cooling curves and melt
track morphology that agree well with experimental observations. The use of more computationally effective approxima-
tion, without explicit topological changes, allows to simulate wider geometries and longer scanning time leading to many
applications in real engineering world. Different applications are herein presented including: prediction of printing quality
through the simulated overlapping of consecutive melt tracks, simulation of LPBF of a mixture of materials and estimation

of martensite inclusion in printed steel.
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1. Introduction

The world is facing a technological revolution towards a
fully computerized manufacturing where additive manufactur-
ing would play an important role.'!?! In material research and
design, instead of using try-and-error methods, simulation has
attracted a great deal of attention of researchers to minimize
wasted time and means. Laser powder-bed fusion (LPBF) ad-
ditive manufacturing (AM), also known as selective laser melt-
ing (SLM) is a complex process involving phenomena tak-
ing place under environmental conditions that make it diffi-
cult, sometimes impossible, to measure physical parameters
using techniques available today.!*~7) These parameters are,
for example, localized temperature that can reach thousands
of Kelvins, as well as mass flow rate and localized pressure at
that high temperature.!®~'!! In such a situation, simulation is
a way that can help to gain more understanding of the details
of the process. Though a complex process increases a need
for simulation, it also becomes difficult to achieve a reliable
model. Inclusion of many parameters in a model increases
the fidelity,!'?! but affects the numerical computation cost at a
point where even supercomputers cannot compute it in a rea-

DOI: 10.1088/1674-1056/ab6d4e

sonable time. Thus, modelling and simulation of SLM process
can be carried out at different levels of approximation.!'?! Be-
fore choosing the main physics to be included in the model, it
is important to bear in mind the aim and application of the sim-
ulation model or a specific phenomenon intended to be the fo-
cus of the study, and the computation power at your disposal.
In this review, one section will be reserved for a discussion
about different levels of approximation used in our previous
works and those commonly found in literature. Nevertheless,
at all levels of approximation, some physics are crucial not to
be ignored: laser absorption, heat transfers in the whole mate-
rial and mass flow in the melt pool are the main physics con-
sidered in most of the LPBF simulation models.['*?2l How-
ever, experimental observations evidenced that in some par-
ticular ranges of power and scanning speed, during powder
consolidation and melt pool formation, phenomena like splat-
tering from the melt pool, ejection of powder particle, and
extreme key hole formation can become significant. [-10-23-301
Simulation models with improved fidelity would then include
physics like wetting and consolidation of powder, handling of
the movement of multiple phases, irradiance of hot surface, re-
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coil pressure onto the melt pool surface and the interaction of

8,16.31.32] Figure 1 gives a gen-

laser beam and the melt pool.!
eral illustration of the physics encountered in different work-

ing modes of LPBF process.
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Fig. 1. General illustration of laser-powder bed fusion process show-
ing different regions and phenomena likely to be present in different
working modes of LPBF process.

The starting point of simulation model for SLM process is
laser energy absorption. Laser absorption in SLM is modeled
in various ways. However, experimental observations of the
time required for metal powder consolidation,[!®33! for rela-
tively fast and sharp laser beam commonly used in SLM today,
confirm that laser absorption is likely to happen in powder-
bed before consolidation takes place. It is a different scenario
from the conventional laser welding concept where a near-
static laser interacts with the melt pool. Substrate-powder con-
figuration is relatively hard to model using finite element (FE)
methods. The choice between FE and other methods that can
easily consider the granular nature of powder is controversial
and beyond the aim of this review. In fact, FE is still the most
common choice for macroscopic simulation in multi-scan pat-
terns. Ray-tracing (RT) can be used to study laser penetration
in the granular powder, which can more accurately approxi-
mate the laser energy absorption during powder bed fusion.®!
Nevertheless, the coupling of RT and heat transfer is computa-
tionally very heavy. This is due to a huge difference between
the time steps used in both physics. In the end, it will limit
the maximum laser scanning time to be studied and the size of
the simulated domain. Let us mention that efforts have been
made to consider the substrate-powder configuration in finite
element simulation of SLM by using analytical expressions for
energy deposition,[!834 though the fidelity remains at a lim-
ited level.

Thermal properties of a material are of crucial role in
SLM simulation. Basically, they are heat capacity, thermal
conductivity and density of the material. The ranges of these
physical parameters vary dramatically for different types of
metal and ceramic, > which are the most common materials
used in SLM. During synthesis of material composite trough
SLM of mixed powders,?*-3% models for material properties
of mixture are needed to estimate thermal and optical behavior.

Apart from the molten pool size and geometry or melt
pool kinetics that have been used to evaluate the printing
quality, the cooling rate and temperature gradient are even
more important information from simulated temperature pro-
file. These were intensively used to estimate micro struc-

[36:37] and martensitic nature of printed part. 8]

ture formation
However, limitation in the size of the simulated sample and the
number of scanning lines, together with the accuracy of sim-
ulated cooling information, hinder the employability of this
information. This hindrance has been overcome using a finite
element model with high fidelity,** under assumption of a
stable molten pool (conduction dominated region). The extent
at which this assumption can hold is a crucial discussion not
only for judging the fidelity of cooling information but also
judging all features simulated compared to experimental facts.

As an alternative to simulation, scientists and engineers
use simpler formulas based on the laser input energy den-
sity to quantify the printing quality with respect to process
parameters like scanning speed, hatch, layer thickness, laser
power and laser beam diameter. Many formulations are used,
e.g., the linear energy density involving power and scanning
speed, *°1 volumetric energy density (VED) as defined by Ciu-
rana, adding the consideration of laser beam diameter and

401 an alternative form of VED as defined

layer thickness,
by Gong et al. considering hatch distance instead of beam
diameter,*!#?] and corresponding surface energy density ig-
noring the depth.*”) However, in many different publications,
experimental studies have shown strong deviations from the

[34.43.44] This also justi-

empiric energy density formulations.
fies the need of a computationally effective simulation model
that can be used for a quick optimization of process parameter.
In this review, our recent works will be discussed to show-
case current state of the art in some important components
of an SLM simulation model. Different levels of approxima-
tion and corresponding output simulation information will be
discussed first, together with possible applications and limi-
tations. Various components of the model will be discussed.
For heat transfer and mass flow, the impact of material prop-
erties on final printing results will be discussed and available
material models will be analyzed. Modeling of laser absorp-
tion during SLM will be reviewed in detail; where the possi-
bility of estimating the energy absorbed by a composite pow-
der and estimation of corresponding thermal properties will be
presented as part of a model for SLM of a mixture of powders.
From the estimated temperature profile, the use of cooling in-
formation to study microstructure in stainless steel and ceram-
ics, together with the study of martensite content in printed
martensitic steel, will be showcased. Finally, a deep analysis
of the weakness in energy density formulation commonly used
to guide experimental parametric study will be carried out to
highlight a correction proposed in our previous findings.
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2. Different levels of approximation in FE simu-
lation of SLM process

The most challenging issue in simulation of SLM pro-
cess using FE methods is the implementation of the multi-
phase movements when solid powder particles consolidate,
melt down and then solidify again. Apart from the solid-liquid
interface, the model also needs to monitor the interface be-
tween the melt pool surface and surrounding air, on the one
hand, and the escape of air pores between particles on the other
hand. In different FE codes this can be implemented using dif-
ferent interface tracking methods (ITM). The most commonly
found is the arbitrary Lagrangian—Eulerian (ALE) method of
moving mesh.!*! The interface tracking adds another equa-
tion to solve, as a consequence, the computation suffers typi-
cally from long computation time due to highly nonlinear cou-
pling between equations. When the aim of simulation is to use
reasonable computation power to simulate a multi-scan and/or
multi-layer process, it is more practical to model the balance of
forces and mass flow in melt pool and powder bed without us-
ing explicit interface tracking. In Fig. 2, the three main levels
of approximation found in literature and used in our previous
works on 316L SS are shown. The explicit simulation of the
multiphase nature of SLM process is shown in Fig. 2(a) using
a laser power of 300 W and a scanning speed of 1400 mm/s.
This way of modeling enables us to explore the role of surface
tension and recoil pressure on the dynamics of the melt pool
like splattering phenomena and origin of pores in the printed
part. It was realized that high power working-mode tends to
increase the instability in the melt pool zone and enhances
the undesirable phenomenon of splattering and balling effects.
From both experimental observation!® and our preliminary
simulations, it was realized that, in the normal working range
of power and scanning speed, the melt pool becomes stable
and the splattering becomes negligible after the laser has trav-
eled a small distance on the first scanning line. Although this

way of modeling captures some complex phenomena happen-
ing during SLM process, it may also suffer from a relatively
poor approximation of powder distribution, which is most of
the time sacrificed in order to make the geometry deformation
passible. In addition, the limitation in geometry separation of
the FE methods using ALE moving mesh, makes impossible
the explicit representation of splatters and air pores. It requires
less accurate approximation ITM to model the interface evolu-
tion of these different phases, which brings in a new approxi-
mation error. In our case, we used the phase field method pro-
vided in COMSOL Multiphysics.*6! More details and tech-
niques used to overcome the issue of topology deformation in
FE simulation of SLM process will be given in a later section.
It is also crucial to mention that the explicit simulation of the
topology deformation in SLM process is only adequate for the
study of a local phenomenon. For example, the generation of
an air bubble in the melt pool would depend on local parame-
ters that are generally set randomly, though they have a signifi-
cant implication to the simulated result, like a wide void in the
powder bed. It is more practical to use this way of modeling
to analyze specific cases found in LPBF process rather than a
generalized parameter optimization across the whole printed
material. In Fig. 2(b) a relatively less computationally heavy
approximation is demonstrated. The moving mesh feature is
used to capture the geometry deformation caused by the vol-
ume shrinkage when powder consolidates and solidifies. The
initial fraction of solid material and air voids is modeled indi-
rectly, using a uniform geometry, maintaining the energy and
mass balance.*”! This way can lower the computation burden
but still being able to have a filling of the melt truck impact
on the roughness of the printed material. In Fig. 2(c) the most
computationally efficient way of simulating SLM process is
presented: five scanning lines at 175 W and 750 mm/s in (c1)
and a single-scan at 300 W and 1400 mm/s in (c2).

= ————C)
1-00—2-00—3-00 X10° K

Fig. 2. Different levels of approximation commonly used in simulation of SLM process (the case studied on 316L SS). In (a): the most ideal
approximation considering the topological changes that follows the melt pool dynamics; (al) gives the illustration and (a2) gives the simulated
temperature profile and mass flow for P =300 W and v = 1400 mm/s. In (b): approximation using geometry deformation from an initially
uniform topology. In (c): multiple scan with P = 175 W v = 750 mm/s in (c1) and single scan with P = 300 W, v = 1400 mm/s in (c2) for an

approximation without explicitly topological deformation.
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All energy and mass balance are modeled without explic-
itly topological deformation. The fidelity of the model can
still be improved by choosing good analytical models for en-
ergy and mass balance and good model of laser absorption.
This way allows studying multiple scanning line or multiple
layers and a generalized view of SLM process. However, it is
crucial to note that the interpretation of the melt pool dimen-
sions requires an understanding of the compensation between
the size of powder layer and that of printed layer. Moreover,
one important drawback of this way of modeling is the loss of
some explicit information pointing to the direct observation of
the phenomena like spattering and pores formation. Here we
made a comparison mostly based on the computation power
needed and applicability of simulation results in real world.
A comparison of the estimated results from the three ways of
simulation would be unreasonable as far as the melt pool mor-
phology is concerned. Interestingly, the temperature profile
estimated in all the three ways always points out similar results
with minor deviations. The estimated velocity in the melt pool
is also comparable in the two levels of approximation, being
in the range of 0.1-5 m/s.

3. Models used to simulate interfaces and topo-
logical deformation in FE approximation of
multiphase SLM process

Simulation of heat transfer using FE methods works un-
der a discretization concept where a mesh grid is associated
to the entire geometry. For SLM process, the air voids in the
powder bed, the air bubbles in the melt, the air pores in the so-
lidified material, liquid melt and liquid or solid mass splattered
from the pool zone are subjected to displacements through the
geometry during the process. The Navier—Stokes and the con-
tinuity equations are solved for the conservation of momentum
and mass, as presented in the next section, coupled to the heat
equation and BCs. To allow the coexistence and movement of
all the possible phases in SLM, additional technics from the
multiphase fluid flow theory*3#°! are needed. The most com-
mon way used in FE is the ALE moving mesh. This method
is more accurate in simulating the interface between phases.
Apart from the high computation burden and convergence is-
sues, this method is also limited by the fact that it does not
support topological changes. To get insight of bubbles forma-
tion and spattering as in Fig. 2(a), an ITM is needed. Two
methods are the most commonly adopted; the level set method
and phase field method. The methods are used to track the po-
sition of the interface between the two immiscible phases, ac-
counting for differences in density and viscosity of the phases,
as well as the effects of surface tension and gravity. Both the
methods work by solving (one) additional transport equation,
for the level set method, and (two) additional transport equa-
tions for the phase field method.7?! For the level set method,

the interface is represented by an isocontour of a globally de-
fined function called the level set function. Numerically, a
smooth step function ¢, equal to zero in a domain and one in
the other, is used. The interface is set at the 0.5 isocontour and
the movement of the interface is expressed as

¢

g-i-uV(]):yV- eVo—o(1—9¢) Ve

[Vol]”

where € by default is constant within each domain and equals

ey

the largest value of the mesh size, 7y is a parameter that deter-
mines the amount of reinitialization or stabilization of the level
set function. A suitable value for 7y is the maximum magnitude
of the velocity field u.

The phase field method includes more physics than the
level set method and is more accurate as the interface is prop-
erly resolved by the mesh. For example, this method was used
in literature in a multi-physics study of melt pool dynamics. 3!
Separation of the two phases is modeled by a similar equation

called the Cahn—Hilliard equation in the following:

20 o YA ,
5 Fuve=v-Fy+0, )
y=-V-Ve+ (¢ —1)9, 3)

where y [(m-s)/kg] is the mobility, A [N] is the mixing en-
ergy density, € = 21/21/(30) is the capillary width, in which
o stands for the surface tension coefficient [N/m], and Q' is
the source term that counts for ejected mass (vaporization and
splattering). However, the phase field method requires rel-
atively higher computation power compared to the level set
method as it adds two additional transport equations versus
one transport equation for the level set method.

4. Model of heat transfer and mass flow
4.1. Material property

Material properties are the basis ground for material pro-
cessing exploration. In LPBF process, thermal properties have
high importance. However, the optical properties of material
also play big role in defining the portion of laser energy flux to
be used or wasted. In this section we will focus more on ther-
mal properties. Optical properties will be discussed in detail
in a later section about laser absorption. Heat capacity, den-
sity and thermal conductivity are the basic properties. Though
some researchers assume constant values, models with higher
fidelity require to define these properties as functions of tem-
perature. For example, the temperature dependence of thermal
conductivity of steel, aluminum alloy and alumina are plotted
in Fig. 3(a). From the image, one can realize that thermal con-
ductivity of AlSijoMg alloy and alumina decreases about three
times when the temperature changes from room temperature to
near melting temperature.'3>! In steels, research has indicated
that carbon content, instead of other compositions, has a sig-
nificant influence on the thermal properties and sensibility to
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temperature of carbon steel.’! Contrarily, changes in heat ca-
pacity and density generally have the same trends for different
materials. Density reduces with increasing temperature where
a steep decrease is observed at the melting temperature due to
solid-liquid volume change. Heat capacity changes in the op-
posite way. The most challenging issue is to estimate thermal
properties for powder bed. The most accurate way to esti-
mate thermal conductivity of powder is the variant form of the
Zehner—Schlii nder’s equation proposed by Sih and Barlow !l
as mentioned in Eq. (4). It was shown to give results that are
comparable to experiment for different types of materials.

(i) (14 2)
. 1_¢{u—¢)h;2@<u—i&f
et

B+1 B—1 kr keontact
2 R |y g leomact Ly
2 l—ikg>+kg}+¢ kg } @

In the above equation, k is effective thermal conductivity of
the powder bed, kg is thermal conductivity of the continuous
gas phase, kg is thermal conductivity of the skeletal solid, ¢ is
the porosity of the powder bed, kg is thermal conductivity part
of the powder bed owing to radiation, denoted by Damkdohler’s
Eq. (5) below. Here ¢ is flattened surface fraction of particle in
contact with another particle (it is equal to the flattened surface
area divided by the cross-sectional area of the particle); ¢ =0
when there is no contact for the particles; ¢ = 1 when there is
complete particle contact. B is deformation parameter of the
particle; B = 1 when the particle surface is that of a sphere;
B < 1 when it is a prolonged needle; co > B > 1 when itis a
barrel-like body. B may be approximately calculated from the
porosity ¢ of the powder bed by Eq. (6).

40'£T3XR
R =10 132¢" ©)
1— o\ 109
3%125(¢> . 6)
¢

In Eq. (5), xr is the effective length for radiation between
particles or the particle diameter of the powder in meters,
0 =5.67%x 1078 W.m—2.K~4, T is the mean absolute temper-
ature of the powder bed, and ¢ is the emissivity of the powder
bed. This theory of Sih and Barlow in Egs. (4)—(6) was used,
for example, to estimate the heat conductivity of powder bed
from that of bulk material for AlSijoMg.?

In our works, temperature-dependent values for heat ca-
pacity, density and thermal conductivity are used from litera-
ture for bulk materials. Heat capacity and density of the pow-
der bed were approximated from those of bulk metals by linear
combinations of properties of gas and bulk metal according to

the porosity. Thermal conductivity of powder bed is model
using the model of Sih and Barlow mentioned above.

4.2. Solid-liquid phase change in LPBF

One of the most important phenomena is solid-liquid
phase transition when laser hits the powder and liquid-solid
reverse phase change when the melt cools down. The total
volumetric enthalpy H, which is the sum of sensible and latent
heats, can be given as follows:

H(T)=h(T)+pf(T)Ls, )
0 T<T; solid,

H(T)=< [0,1] T,<T <T Mushy, (8)
1 T>T Liquid,

where h(T) is the sensible enthalpy function (without phase
change), p is the density, f(T) is a liquid fraction function,
T; is the onset solidification temperature, 7 the onset liquidus
temperature and L is the latent heat of fusion. 3]

In some materials, phase change can be modeled as
isothermal phase change, reducing the mushy zone to a
point, which is the melting point 7,. However, for met-
als, experimental results show that the mushy zone is very

35.53-551 and is a characteristic of a material. This

important!
is testified by a considerable shift in enthalpy throughout the
mushy zone which can dramatically change from one metal
to another.®>! During numerical calculation, because the two
phases possess different physical properties, this could cre-
ate in the numerical model non-physical discontinuities which
need to be addressed. In most of the numerical simulation
software, this is implemented using apparent heat capacity[>°!
augmented in the mushy zone to consume the enthalpy of fu-

sion as mentioned in the following equation:

Cp(T) =Cp(T) + 6CpLy, ©))

1 T —T\>
(AT>], (10)

AT\/T xp
where 8Cp is an apparent change in the heat capacity in the

6Cp =

mushy zone, and Cy is the heat capacity without phase change.
In Eq. (10), AT is the length of the mushy zone and Ty, is the
characteristic melting point of the material.

In our works we have used the above method to treat
phase change during LPBF. Also, in our computation effective
approximation, we have considered powder-to-solid transition
together with an equivalent method to achieve volume shrink-

age and material removal in FE as developed by Loh et al.[*’!

4.3. Heat conduction and boundary conditions

The zero-heat-flux setting on all boundaries other than
the top surface, mostly adopted in FE simulation of LPBF,
does not represent the real situation in LPBF, where a small
chunk of material of about 1 mm? is considered. In reality,
this small domain is imbibed in an infinitely large material
with which they exchange heat. To overcome this difficulty,

048101-5



Chin. Phys. B Vol. 29, No. 4 (2020) 048101

we used the “infinite element” feature provided in COMSOL

51461 to describe a small sample imbibed in an in-

Multiphysic
finite element of the same material. Heat transfer in the geom-

etry is described by the heat equation:

oT
pep, +peput- VT =V (KVT) = Q. 11
k [aT} =0 (T, —T*(x,y,H,1))
7 | _y
+ h(Ty —T(x,y,H,1)), (12)

where T is the temperature, u is the mass velocity, p is the
material density, ¢, is the heat capacity, k is the thermal con-
ductivity and Q is the laser energy per absorbed unit volume.
In the general model used in our works, boundary conditions
are described by Eq. (12), in which the heat liberated by sur-
face thermal radiation and the heat exchanged with the neutral
gas by convection are applied on top surface. In the expres-
sion, € stands for surface emissivity, o the Stefan—-Boltzmann
constant, 7, the ambient temperature, H the height of the ge-
ometry, and & the convective heat transfer coefficient.

4.4. Mass transfer

Once vaporization temperature is reached, the latent heat
of vaporization and recoil pressure are considered using the
approximation of Semak and Matsunawa.!'!l In the liquid
region, the melt pool is subjected to the recoil pressure,
Marangoni effect and volume forces. Navier—Stokes and con-
tinuity equations are used to model the laminar flow in the
molten pool,

du

p, P (uV)u=V[=PI+p((Vu+ (Vu)"))] +F,

pV- (1) =0. (13)
JMarangoni _ Vey, y=m+ %(T — Tret), (14)
Fg = g(p - Pref)a (15

where P is the pressure, [ is the three-dimensional unity ten-
sor, U is the viscosity of the melt, F is the sum of all other
forces. During topological changes, the ITM discussed above
helps to track the air-liquid or air-solid interfaces according
to Egs. (1)-(3), whereas in our computationally effective ap-
proximation, Marangoni effect is modeled by a shear stress on
the upper surface of the melt pool (Eq. (14)). Equation (15)
also gives the volume forces in the molten pool. In the expres-
sions s is the melt pool top surface, ¥ is the surface tension,
dy/dT is the coefficient of the surface tension characterizing
a given material, T;s is a reference temperature taken to be the
melting point in our works, pPrr is the reference density taken
at temperature Tir and p is the temperature-dependent mate-
rial density. Liquid-solid separation is reached using a smooth
shift of the viscosity from a value of liquid viscosity, in the lig-
uid temperature range, to an infinitely high value in the solid
temperature range.

Values of parameters used in simulation can be found in

34.38.57] The mass flow results obtained

our previous works.!
for 316L SSB7! proved a significant role of mass flow con-
sideration in the model, which enhances the overall heat flow
and melt pol expansion. In Fig. 3(b), on the top surface, re-
sults reveal a movement of the melt from the region of highest

temperature gradient towards the boundary of the melt pool.

(a)
&
= 160
E ——4130 steel
=t —316L SS
<120} AlSijoMg
= —— alumina
2
S sof
o
=1
3
— 40f
<
j:
0 . . s "
2 1000 2000
Temperature/K

Fig. 3. (a) Temperature dependence of thermal conductivity of bulk materials. (b) Velocity field and velocity magnitude in the melt pool of 316
SS. (c) Comparison of the melt pool size when the flow in the molten pool is considered (right) and when the flow is negated (left).
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This causes melt pool expansion due to heat convection. In
Fig. 3(c), melt pool sizes are plotted when the flow in the
molten pool is considered and when the flow is negated. The
two images captured at the same magnification and from ex-
actly the same model-geometry show a difference of about
9 um in size of the whole melt pool measured on the top sur-
face. Note that a scale factor of 1.5 x 107> is used to match
the readings of the geometry length and velocity magnitude.

5. Laser absorption

In Eq. (11), Q refers to the total energy absorbed by the
material from laser. This section shows how the model for de-
scribing Q-term is crucial. The simplest most adopted form
in FE simulation of LPBF process is the surface energy flux
absorption model, in which a Gaussian heat flux is deposited
on the top surface.!113.16:19.2022.3747.53,58-601 This way ig-
nores powder parameters like particle size, powder packing
and powder layer thickness. A more realistic method uses
average-medium volumetric energy theory with various forms

of an exponential decay law in the following equation:[1>-37:61]

2AP {—2[(X—P1(f))2+(y—192 (f))z]}

Qaverace = ex
average s p )

X exp <_5Z|> . (16)

The surface energy flux approximation can be easily deduced

from Eq. (16) by omitting the z-decay expression and corre-
sponding normalization factor 8. In the equation, p;(¢) and
pa(t) are functions controlling the laser position during scan-
ning: for a single line scan along x-direction p; () = vt and
p2 (t) = constant; v is the scanning speed and ¢ is the scan-
ning time. A is the total powder absorption rate, P is the laser
power, and r is the beam radius of the laser source.

Though an average radiation penetration depth is con-
sidered in the previous methods, the granular nature, the ef-
fect of reflection by substrate, multiple reflections in pow-
der, forward and back scattering phenomena are not captured
in both the models. However, numerical simulation and ex-
perimental measurement have proven that the intensity and
distribution of laser absorption in powder bed is far defer-
ent from the above approximation.[©>-%4 Ray-tracing (RT) has
been proven to be the best way to estimate radiation absorp-

341 it was

tion during LPBF.[8:62.63.63.661 1 our previous work,
demonstrated that RT results using diffuse mode, as illustrated
in Figs. 4(a) and 4(c), coincide with the experimental opti-
cal measurements for different materials including steel, alu-
minum alloys, Inconel and alumina. Nevertheless, RT finds
difficulties to couple directly with FE heat transfer due to ex-
tremely deferent time steps for the two physics. An alterna-

tive way is the use of analytical solution of one-dimensional

radiation transfer Eq. (1D-RTE) proposed by Gusarov and
Kruth!®”) in a substrate-powder setting whose idea is illus-
trated in Fig. 4(b). Unfortunately, the comparison with two-
dimensional (2D) numerical solution of the RTE 8] has shown
that the 1D-RTE analytical solution overestimates the axial de-
posited energy due to radial broadening effect not captured in
1D approximation. That is also confirmed by comparison with
RT and experimental measurements in Fig. 4(e). Using a data
fitting of RT and experimental results, the 1D-RTE analytical
model was modified** as in Egs. (17)—(19) and can efficiently
be used in FE simulation of LPBF process.

Omodified 1D—RTE
2P

- <aA>7rl((x,r)2

X exp { S (t()();:)_2(y_p2 (t))Z] } e

3 [(1—R)2—a2]
2(1—4a?)

TH+R+[2—8lexp(—2B1)
1—R+a)exp(2aBl)— (1—R—a)exp(—2aPl)
x {2aexp[—2aP (H —z—1)]
+2aexp[2af(H —z—1)]}

u(z) = —

T

(1-R) (1—2) +24?
B (1—4a2)
x [exp (—BH +Bz) +exp(BH — Bz—2B1)].  (18)
@ = 1—§R—%R2. (19)

In the expressions, [ is the powder layer thickness, a is the
eigenvalue factor defined by Eq. (19) for diffuse mode, R is
the solid surface reflectance, 3 is the extinction coefficient.

Figure 5 summarizes the impact of laser energy deposi-
tion modelling on the final results of an FE simulation model
of LPBF process. From absorption distribution in Figs. 5(a)—
5(c), one can realize how the consideration of radiation re-
flection by the substrate helps to ovoid the overestimation of
both total absorbed power and power penetration beneath the
powder bed. Therefore, from Figs. 5(d)-5(f) we can see the
shape and size of melt pool, the maximum temperature and
mass flow rate in the pool estimated using different models for
Q differ much. Due to errors in maximum temperature esti-
mated, the accuracy of the cooling rate estimated also depends
on Q model used as mentioned in Figs. 5(h)-5(i). As shown
in on optical Microscopy image in Fig. 5(g), micro dendrite
evolution depends much on melt pool patterns and scanning
strategy as illustrated in Fig. 5(j). From this, one should bear
in mind that the model of Q used would also affect any micro
structure prediction using simulation.
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Fig. 4. (a)—(c) Ilustration of RT, RTE and diffuse mode respectively, (d) total absorption approximated by ray tracing vis
the beam and (e) total absorption obtained by experiment, RT and 1D-RTE in a deep powder bed.
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using surface flux, volumetric exponential decay and modified 1D-RTE models respectively. (d)—(f) The corresponding melt pool morphology,
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of built layer respectively. (2) OM image of the heat affected zone in printed material. (j) Illustration of scanning patterns.
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6. Modelling LPBF process for of a mixture of
materials

LPBF of powder mixture is important, for example, when
making metal matrix composites (MMC). To simulate the pro-
cess, a model for laser absorption and models for material
properties of mixture are needed. The Bruggeman model is
used to approximate the thermal conductivity of the mixture

as in the equation!®’!

kz(l +2W2) — ki (2W272)
ki (2+w2) —ka (1—wy)

where subscripts 1 and 2 refer to materials 1 and 2, w is the

kefr = k1 , (20)

weight percentage. Heat capacity, density and latent heat of
melting for the mixture are approximated using simple vol-
ume weighted linear combinations. During phase change, the
solidus temperature (7;) and the liquidus temperature (77) play
an important role. Before melting of the powder mixture, two
materials are separated. It is more reasonable in calculation to
use T; of the mixture to be the lowest T; and 7] of mixture to
be the highest 7;.

316L-125 W []??%° 1 wt% 125 W [}
2166.5
o 2104 Q
@ 20415 °
o 1979 o
(a) +11916.5 (b) :
316L-175 W [ 1" 1 wt% 175 W
e 1791.5
1729

316L-200 W

(k) 0.65} = based on simulation
g —— based on SEM
N micrograph
g 0.55
@
3
1 /
<1
a
0.35
0 1 2 3
wt% alumina

Fig. 6. (a), (d) and (g) Simulated molten pool tracks along the scanning
lines for 316L SS. (b), (e) and (h) Simulated molten pool tracks along
the scanning lines for 1 wt% alumina. (c), (f) and (i) The corresponding
experimental results for 1 wt% alumina. (j) High magnification SEM
images of cellular dendrites. (k) Dendrite size trend comparison of ex-
periment and simulation.

Optical properties of the mixture can be well approxi-
mated in the framework of 1D-RTD if all components have

(67,681 This was adopted in our FE

a relatively high reflectance.
model, for example, to study LPBF of the mixture of 316L
SS and alumina up to 3 wt%.%% Figure 6 summarizes the
results of that study. For a power of 125 W the simulated
melt truck for pure 316L SS, simulated melt truck for 316L
SS/1 wt% alumina, and SEM images of printed melt truck
for 316L SS/1 wt% alumina are presented in Figs. 6(a), 6(b),
and 6(c), respectively. The simulation model is able to pre-
dict the lack of melt truck overlapping, which is essential for
mechanical properties of printed parts. By a systematic in-
crease in power to 175 W in Figs. 6(d)-6(f) and 200 W in
Figs. 6(g)-6(i), one can see an increasing overlapping. High
magnification scanning electron microscopy (SEM) images in
Fig. 6(j) shows how the dendrite size increases when alumina
content increases from 0 wt% to 3 wt% in sub-images (1)—(4),
respectively. For austenitic SS, the cooling rate 7 and den-
drite size A can be presented mathematically with the relation
A =807 033 1701 Using the estimated cooling rate, it is shown
that the same trend is also expected from simulation.

7. Estimated cooling rate and martensite con-
tent in printed steel

Multiple scan simulation provides cooling history in the
built material. This information is of paramount importance
in approximating in-process tempering effect due to scanning
of multiple consecutive lines and layers. In a previous work,
the simulated cooling curves of an LPBF process of AISI 4130
steel helped to understand the final martensite of printed ma-
terial and the corresponding mechanical properties.[*® Fig-
ure 7(a) compares the cooling rate range in laser 3D-printing
to the continuous cooling transformation (CCT) diagram esti-
mated for 4130 steel from both calculation and experiment in

(711 Tt was realized that the cooling rate, in

a separate research.
all the possible combination of parameters in SLM280L ma-
chine, is high enough to solidify in martensite form. How-
ever, while scanning consecutive lines or layers, the printed
material undergoes a kind of in-process tempering. In their
work, Poirier and Kohli defined a tempering parameter that
can consider the combination of both time and temperature in
non-isothermal condition like in LPBF process.!”! Figure 7(b)
plots the correlation of the tempering parameter and rockwell
hardness (HRC) of 4130 steel obtained in conventional manu-
facturing techniques.!”!! This parameter defined not only cor-
relates well with HRC, but also can be linked with material
strength and dislocation. We used cooling information and
isothermal lines estimated from a single scan process simu-
lation on 4130 steel to establish regions of different level of
martensite inclusion described in Fig. 8. SEM images taken in
regions (1), (2), and (3) show clearly different microstructures.
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Fig. 7. (a) Cooling rate in LPBF process compared to CCT diagram of 4130 steel. (b) Tempering parameter fitting to HRC measurements.
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Fig. 8. Regions of different martensite inclusion derived from simulated cooling information (lower) and SEM images of the cross section of a

single scan of 4130 steel.

8. Use of energy density formulation

Energy density concept is widely used in LPBF for a
quick guide in optimization of parameter combinations. Dif-
ferent formulations available and how experimental obser-
vation showed their limitation have been discussed and ref-
erenced in introduction section. In our previous work, ex-
perimental and simulation results lead to conclusion that,
for a given beam size, given layer thickness and hatch dis-
tance, the relation between power and scanning speed is rather
affine instead of pure linear function. The constant F, is
added to account for minimum power needed to melt pow-
der for a static laser being around 45 W for 316L SS.[*¥
In Fig. 9, simulated combinations of power and scanning
speed at a hatch of 120 pum, a beam size of 80 pm and
build layer of 30 um for 316L SS, AlSijgMg alloy and
alumina, are presented. Regions whose combinations are
expected to give good quality of melting are highlighted

for every material. Due to poor heat conductivity of alu-

mina, fast scanning causes a long but very shallow melt pool.

300

alumina
stainless steel
AlSlloMg

Om
Om

a=0.21 J/mm, Ph,=8 W
a=0.173 J/mm, Ph=45 W
a=0.124 J/mm, Ph=49 W

400 800 1200

Scanning speed/mm-s—!
Fig. 9. Summary of simulated power-scanning speed combinations for

good melting quality on basis of modified energy density formulation
for different materials.
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Only slow scan combinations can give good melting. In con-
trast, due to high thermal conductivity of aluminum alloy,
round melt pool can still be achieved even at high scanning
speeds. However, due to high thermal conductivity at near
room temperature, low power-low speed combinations can
not melt aluminum alloy because the heat is easily conducted

away.

9. Conclusion and perspectives

In this review we have summarized recent efforts to over-
come modeling challenges met at different levels of approxi-
mation towards a reliable model that can efficiently simulate
LPBF process on basis of finite element codes. Different ways
to use the information from simulation of LPBF process are
showcased. It is highlighted that, with high fidelity, a com-
putationally efficient model can predict melt pool morphol-
ogy and temperature history helpful for predetermination of
printing quality and properties of printed material. From the
overview, our prospective for future research includes:

(i) Improvement of FE techniques to handle more effi-
ciently topological deformation in a multiphase environment
like that observed in LPBF process with reasonable computa-
tion cost.

(i1) Propose a better formulation of energy density metric
for quick guide on process parameter combination.

(iii) Rely on available simulation and experimental data
to build data-based models of LPBF process.
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