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Abstract

®

CrossMark

By applying an approach based on time-dependent density functional theory and dynamical
mean-field theory (TDDFT+DMFT) we examine the role of electron correlations in the
ultrafast breakdown of the insulating M; phase in bulk VO,. We consider the case of a spatially
homogeneous ultrafast (femtosecond) laser pulse perturbation and present the dynamics of the
melting of the insulating state, in particular the time-dependence of the excited charge density.
The time-dependence of the chemical potential of the excited electron and hole subsystems
shows that even for such short times the dynamics of the system is significantly affected by
memory effects—the time-resolved electron—electron interactions. The results pave the way
for obtaining a microscopic understanding of the ultrafast dynamics of strongly-correlated

materials.
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1. Introduction

It is well known that the static (equilibrium) properties of
strongly correlated materials can be easily tuned by chang-
ing the temperature, pressure and geometry of the system.
More recently, Cavalleri et al [1] have shown that an ultra-
fast laser pulse can also cause an insulator-to-metal trans-
ition (IMT), as recorded by a large change of conductivity,
in VO, at the 100 fs time scale. Time-resolved photoemission
electron spectroscopy [2, 3], ultrafast electron diffraction
and infrared transmissivity [4] and ultrafast temperature- and
fluence-dependent optical spectroscopy and Xx-ray scattering
[5] measurements confirmed that the insulating gap during the
IMT closes without changing the lattice structure of VO, dur-
ing the first few hundred femtoseconds after the excitation.
Besides very rich and interesting physics, such tunability with

1361-648X/20/20LT01+6$33.00

an ultrafast pulse has great potential application in ultrafast
technologies, such as switches [6—8], microelectromechani-
cal systems (MEMS) [9], smart windows [10] and biosensors
[11]. Therefore, understanding of the ultrafast properties of
VO, and other strongly correlated materials is essential from
both fundamental and technological perspectives.

After many years of theoretical and experimental invest-
igations the static (equilibrium) properties of bulk VO, are now
well-understood. It is known experimentally that this system
undergoes IMT with structural change from the monoclinic M,
to the rutile (R) phase with 7. ~ 340K [12] (the electronic
bandgap in the insulating phase ~0.6eV [13]). Theoretical
debate on the subject has culminated with the efforts of Brito
et al [14] who demonstrated using a combination of density
functional theory (DFT) and dynamical mean field theory
(DMFT) that strong electron—electron correlations play a
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dominant role in the IMT in VO,. This transition might be
characterized as a Mott transition in the presence of a strong
inter-site exchange that leads to splitting of the ay states within
the vanadium dimers. Importantly, contrary to LDA 4 U
[15-17], another popular approach applied to strongly corre-
lated systems, DFT4+DMFT reproduce a nonmagnetic ground
state in the M| phase (LDA + U gives an antiferromagnetic
one [18]) and describes the temperature-induced metallization
accompanied by the M|—R structure change at fixed value of
the local Coulomb electron—electron repulsion U (LDA + U
gives an insulating phase for both M, and rutile structures).
These successes of DFT+DMFT can be traced to the inclusion
of dynamical (time-resolved) on-site electron—electron interac-
tions (see, e.g. [14, 17-21]). The role of electron correlation
should be even more explicit when the system is subjected to
an ultrafast laser pulse taking it far from equilibrium and trig-
gering excited state charge dynamics, whose analysis would
greatly benefit from incorporation of DMFT, as we shall see.
As a matter of fact, nonequilibrium (ultrafast) proper-
ties of VO, remain the subject of theoretical investigations
and the search for appropriate techniques continues as new
experimental data need to be understood. In fact, the body
of experimental data on the femtosecond metallization in
VO, (transition from the insulating M, phase to the metal-
lic, so called M, phase with the same lattice structure) keeps
growing (for over-review and references, see [22]), thanks
to tremendous advances in the field. Briefly, the kinetics
of the M; — M phase transition corresponds to an elec-
tron temperature driven transition with activation energy of
304 £+ 109 meV. The response of the system depends on the
perturbation fluence and can be basically one of the three
types: (1) f_ at laser pump fluences below ~3 mJ cm~2, VO,
behaves like a Mott insulator with a small increase in con-
ductivity succeeded by recovering of the insulating state;
(2) at fluences between 3 and 8 mJ cm ™2 the excited system
achieves the M phase (15%-20% of the total volume at flu-
ence 8 mJ cm~2). The state is characterized by collapse of the
bandgap and a dramatic increase in conductivity. It was shown
by Wegkamp et al [2] that the IMT emission has contributions
from states below and above the Fermi energy, indicating
the existence of both metallic and insulating domains dur-
ing the transition (with estimated electron and hole lifetimes
Te ~ 160 fs, 7, ~ 210fs); (3) at fluences above 8 mJ cm 2 the
excitation creates both M and emerging R domains, while at
fluences 20 mJ cm~2 the R domains become dominant.
Another significant aspect of these ultrafast pump-probe
experiments is their ability to resolve response of the system
at tens of fs timescale [23], providing the opportunity to trace
the origin of features observed at the 100 fs and ps response.
Note that already from the few-femtosecond extreme UV
transient absorption spectroscopy (FXTAS) measurements,
it has been proposed that the IMT in VO, might take place
at timescales shorter than 100 fs, more in the 20 — 32fs
[4] range. Furthermore, the FXTAS data suggest involve-
ment of the often-neglected oxygen p-states in the ultrafast
dynamics of VO, [24], raising questions about the role of

strong electron—electron correlations in determining the time-
resolved vanadium and oxygen orbital-occupancies during the
IMT.

Accurate theoretical analysis of excited state charge dynam-
ics are, however, challenging. Unsurprisingly, until recently
the dynamics of the IMT in VO, was analyzed mostly in terms
of phenomenological models that either neglect correlation
effects or take them into account in an adhoc way [25-28].
To our knowledge, the first systematic ab initio (DFT + U)
study, supplemented with the Boltzmann equation, which
allows meaningfully incorporation of correlation effects in the
ultrafast charge dynamics of VO, was performed by He and
Millis [29], who showed that the system may indeed undergo
an intermediate fs transition into a metastable M phase, with
characteristics time scales for the electron and hole dynam-
ics. To explain the nature of this phase transition, they pro-
posed the following scenario. Initially the excited electrons
and holes relax rapidly (~1-5 fs) to a pseudothermal distri-
bution with one common temperature and different chemical
potentials, as defined by the pulse energy and the number of
initially created electrons and holes. Next, the pseudothermal
distribution evolves in ~100 fs into a thermal distribution at a
common temperature and chemical potential. At even longer
(ps) times the system can be in two states, i.e. the Hartree—
Fock energy might have two minima, one corresponding to
the equilibrium state and the other to the metastable metallic
state with special occupancy of d-orbitals. Furthermore, at the
M; — M transition all low-energy vanadium #,, bands (the
initially partially occupied (split by the gap) d\>_,> and empty
dy,dy; bands) become partially occupied. Similarly, the gaps
in the split oxygen p-bands also close during the M; — M
transition.

The interesting results obtained by He and Millis lead to
the questions: would inclusion of time-resolved electron—elec-
tron interaction, as inherent in DMFT, allow further insights
into the role of electron correlations in the IMT in VO,? Is
it possible to track the excited state charge dynamics on an
ab initio basis rather than relying on the Boltzmann equa-
tion? To address these issues, one could apply nonequilibrium
DMFT [30, 31], except that it is computationally prohibitive,
particularly for a system that may be spatially nonhomoge-
neous and contains more than few (1-2) d-orbitals. A more
computationally feasible alternative is our recently developed
TDDFT+DMFT that combines ab initio and many-body
theory approaches [32]. It takes into account time-resolved
electron—electron interaction (memory effects) via the XC
potential (kernel) that is derived from the DMFT charge sus-
ceptibility for an effective Hubbard model. Being an effective
theory of one function—charge density—it is computation-
ally efficient. Another advantage of the approach is its suit-
ability for examining spatially-resolved charge dynamics in
strongly correlated material such as VO,, which display strik-
ing characteristics but have not yet received much attention.

In this work, we apply TDDFT+DMFT to examine the fol-
lowing for VO,: (1) initial (~10fs) stage orbital-resolved charge
dynamics; (2) effect of the memory on the time-dependence
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of the excited electron and hole chemical potentials. In the
next section we provide some details of our computational
approach. This is followed in section 3 by results and discus-
sion and section 4 summarizes our conclusions.

2. TDDFT+DMFT approach and the computational
details

In TDDFT+DMFT, one begins with DFT calculations of
the ground state properties: the relaxed lattice structure, the
electronic spectrum, the density of states (DOS) and the
static Kohn—Sham wave functions. In the next step, through
application of DFT+DMFT [33] a corrected excitation spec-
trum, DOS and electron charge susceptibility are obtained,
which include the effects of electron correlations. The
last quantity is then used to construct the TDDFT XC ker-
nel (for details, see supplementary information (stacks.iop.
org/JPhysCM/32/20LTO1/mmedia), section I). Finally, the
DFT+DMFT spectrum and the XC kernel enter the TDDFT
Kohn—Sham equation. The solution of this equation in the
presence of an external perturbation gives the time- and space-
dependent excited electron charge density, state occupancies
and other quantities of interest. Below, we give more details of
the calculations during these three stages.

The DFT calculations with the Perdew—Wang LDA XC
potential and norm-conserving semi-local pseudopotentials
were performed with the Quantum ESPRESSO package
[34] (9 x 9 x 9 Monkhorst—Pack k-points mesh in the first
Brillouin zone, cut-off energy 70 Ry). The dimerization of the
vanadium atoms was obtained by doubling the unit cell in the
Cr direction (in figure 1(a) we show a vanadium-atom dimer
encircled by green curve, and two vanadium atoms that belong
to the nearest dimers are encircled by an orange curve).

The DFT+DMFT calculations were performed by solving
an effective five d-band (V) and three p-band (O) Hubbard
problem with the on-site Coulomb repulsion and exchange
energies U =4eV and J =0.65eV on the vanadium atoms
and the inter-site (same-orbital same-spin) interaction within
the vanadium dimers V= 1eV. The impurity problem
was solved with multi-orbital iterative perturbation theory
(MO-IPT) approach (see, e.g. [33]).

To study the response of the system, we solved the TDDFT
Kohn—Sham equation with the DMFT spatially-local non-adi-
abatic XC kernel defined in supplementary information, sec-
tion II. The solution of the Kohn—Sham equation was obtained
by expanding the time-dependent wave function, which is
expanded in terms of the static d-orbital Kohn—Sham wave func-
tions (for details, see supplementary information, section II).

3. Results and discussion

3.1. Ground-state properties

The results for the total and projected vanadium-atom d-orbital
as well as the next by strength oxygen p-orbital DFT DOS are
shown in figures 1(b) and (c) which establish that the optically
active orbitals near the Fermi energy have predominantly
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Figure 1. (a) The M unit cell with the vanadium and oxygen atoms
shown in red and blue, correspondingly. A pair of V-dimer atoms
along the cy axis is marked by a green bond, while two unpaired
atoms—by the red. (b) V-atom total and projected d-orbital DOS
obtained with the DFT calculations. Dashed line corresponds to the
Fermi energy. (c) The same as in previous figure for the p-orbital
DOS of one the two non-equivalent O atoms.

d-wave symmetry. Another important DFT result is the chain
dimerization of the V-atoms in the M| phase (figure 1(a)). As
expected our DFT results find the low temperature phase to
be metallic, in disagreement with experimental observations,
as we have discussed in the Introduction. Note that our DFT
results are in agreement with those that have already been
presented in the literature [13, 17] and are included here for
completeness.

A first success of the DFT+DMFT approach is that it
reproduces the experimentally-observed gap (our result
for the gap 0.67¢eV is in a rather good agreement with the
experimental value ~0.6eV (see, e.g. [13, 35])). It should be
noted that after performing a single-site DMFT calculation,
we include inter-site interactions [14] by taking into account
the intra-dimer, same-orbital interaction (described by the last
term in the Hamiltonian equation (1)) as a perturbation (since
V <« U,U —J,U — 2J). The bands thereby acquire the neces-
sary bonding and anti-bonding splitting, leading to opening
of the gap in the DOS. It is important to stress that the DMFT
spectrum has no gap if the intra-dimer repulsion V is zero (see
also [14]). The total DFT and DFT+DMFT DOS are shown
in figure 2. Some difference in the shape of the DMFT DOS
from other works (see, e.g. [14, 20, 21]) can be related to the
difference in the used impurity solver.

3.2. Ultrafast (100 fs) ‘spatially-average’ response

In a naive band-insulator picture (figure 3(a)), the ultrafast
response of the electronic system would take place in four
stages. The excited electrons (stage I) would fill out the
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Figure 2. The total DFT and DFT+DMFT (U = 4eV, J = 0.65¢V)

DOS for the d-orbital subsystem of VO,. The Fermi energy is set to
OeV.
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Figure 3. (a) Four-stage ultrafast dynamics: (I) laser-pulse

field is applied to the unperturbed system; (II) nonequilibrium
metallization; (IIT) quasi-equilibrium metallic state; (IV) the
charges relax back to the equilibrium state. (b) The excited charge
density as function of time in the case of 0.82 fs excitation and
field magnitudes £ = 1eV/Bohr and E = 0.1eV/Bohr, or fluences
0.1 mJ cm~2 and 0.001 mJ cm™2 (inset).

continuum of the conduction band states (stage II), then settle
down at the bottom of the conduction band (stage III), form-
ing quasi-static metallic state with the Fermi level defined by
the number of excited charges before relaxing to their ground
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Figure 4. (a) Evolution of the chemical potentials in the cases of
adiabatic and non-adiabatic solutions and the excitation parameters
in figure 3. Squares are the experimental data [4]. (b) The same at
times below 200 fs.

(valence-band), and consequently recombine with holes
(stage I'V). Though, the femtosecond response of strongly cor-
related systems is significantly affected by the local Coulomb
interaction as compared to the band insulators, indications
of an intermediate metallic state (stage III) with insulating
M, lattice structure of VO, have been demonstrated (see, for
example, [2, 4]). In particular, the relaxation to the quasi-
static metallic phase takes place at the timescale of order 100
fs [4]. To test this possibility and to analyze other features of
the ultrafast response of VO,, we applied the TDDFT+DMFT
with a spatially-homogeneous laser pulse perturbation.

The excited charge density was obtained by propagating
the Liouville equation for the density matrix-elements in time
(density-matrix version of TDDFT) and calculating total occu-
pancy of the conduction states as function of time (defined
as sum of the diagonal matrix elements for the conduction
bands, see supplementary information, section II). As shown
in figure 3(b) the charge-pumping stage takes place at the 1 fs
timescale. Results of further analysis for different pulse dura-
tion (not shown) demonstrate that the pumping stage happens
during the time of the pulse duration. The number of excited
charges is proportional to the magnitude of the field (see inset
in the figure 3(b) for the case of a weaker field). Since the results
for two different field magnitudes demonstrate similar dynam-
ics, we choose E = 1eV/Bohr for the rest of the anaysis pre-
sented here. It is important to mention that the pulse fluences
used in the calculations (0.1 mJ cm~2 and 0.001 mJ cm?)
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Figure 5. Time-dependencies of the electron and hole chemical
potentials in the cases of adiabatic (dashed curves) and nonadiabatic
(solid curves) approximations.

are rather weak and are not sufficient to generate lattice trans-
formation, i.e. we analyze the case of the excited system with
the M, band structure.

We have also calculated the time-dependence of the
excited electron and hole chemical potentials, by tracking the
evolution of the corresponding Fermi energies. It was done by
using the same approach as in the calculation of the excited
charge (figure 3(b))—we solved the Liouville equation for
the density matrix elements and calculated the excited charge
density by performing summation of the diagonal matrix ele-
ments for the excited states, calculating total charge density
and identifying the energy (defined by the band momenta)
below which 90% of excited (electron and hole) charges are
accommodated. In figure 4 we show the results for the time
evolution of the chemical potential for the electrons excited
into the ‘conduction’ band for two types of the XC kernel
potential: the nonadiabatic and its adiabatic approximation,
ie. fxc (r,r,w) = fxc (r,r,w=0).

Figure 4 attests that relaxation to the metallic state takes
place at times ~50 fs, in agreement with experimental data [4].
Time-dependencies of the chemical potential figure 4 show
that the non-adiabatic effects slow-down the relaxation pro-
cesses (see also [29] in which the adiabatic solution in the
framework of the Boltzmann equation was considered). In the
TDDFT+DMFT case, the nonadiabatic solution is closer to
the experimentally estimated relaxation times, pointing to the
importance of memory effects. Though the nonadiabatic solu-
tion for the chemical potential is in better agreement with the
experimental values as compared to those obtained in the adi-
abatic limit, some discrepancy between the experiment and
theory still exists (see the square at time ~60 fs). We expect a
further improvement of the theoretical results after inclusion of
spatially non-local interactions into the TDDFT+DMFT XC
kernel (Equation (SI.14) in the Supplementary Information).
Similar results were obtained for the hole relaxation (figure 5),
where again the non-adiabaticity slows down the relaxation. It
should also be noted that the above obtained time of the IMT
~50 fs is not far from the lowest estimate so-far obtained from
experiments (20-32 fs) [23].

4. Conclusions

In this manuscript, we have applied the nonadiabatic
TDDFT+DMFT approach to study the ultrafast electronic
response in the M| insulating phase of VO,. It was shown that
the electronic correlations, including the memory effects play
an important role already at the fs timescale. We have cal-
culated the excited charge density as function of time in the
case of a homogeneous laser pulse excitation. As it follows
from our calculations, the charge pumping takes place almost
immediately after the excitation, and the system relaxes to the
quasi-static metallic state at times ~50 fs in agreement with
experimental data. Inclusion of the memory effects slows
down the chemical potential equilibration as compared to the
adiabatic solution.

We plan to extend the analysis on the case of longer
times, including the phonon and other temperature effects
(like transformations of the lattice structure). This hopefully
will help to build a complete O-to-ps scenario of the charge
dynamics in VO, during the IMT as function of time, a very
important goal from both fundamental and technological
points of view.
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