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Abstract. Cosmic microwave background experiments have experienced an exponential in-
crease in complexity, data size and sensitivity. One of the goals of current and future exper-
iments is to characterize the B-mode power spectrum, which would be considered a strong
evidence supporting inflation. The signal associated with inflationary B-modes is very weak,
and so a successful detection requires exquisite control over systematic effects, several of
which might arise due to the interaction between the electromagnetic properties of the tele-
scope beam, the scanning strategy and the sky model. In this work, we present the Pixel
Space COnvolver (PISCO), a new software tool capable of producing mock data streams for
a general CMB experiment. PISCO uses a fully polarized representation of the electromag-
netic properties of the telescope. PISCO also exploits the massively parallel architecture of
Graphic Processing Units to speed-up the main calculation. This work shows the results of
applying PISCO in several scenarios, included a realistic simulation of an ongoing experiment,
the Cosmology Large Angular Scale Surveyor.
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1 Introduction

The study of the cosmic microwave background (CMB) in the last few decades has lead
to major advances in Cosmology. In particular, the study of the temperature and polar-
ization anisotropy field has allowed us to achieve percent level constraints on cosmological
parameters, favoring a universe dominated by cold dark matter plus a cosmological constant
(ΛCDM), known today as the standard model of Cosmology (see [21]). Current efforts are
mostly focused on the polarization anisotropy field, as it promises to provide independent
constraints on the very early stages of the Universe. At these very first moments, the lead-
ing theory predicts that the Universe exponentially expanded nearly 60 e-folds in a process
called inflation, becoming the flat, homogeneous and isotropic Universe that we see today. If
true, gravitational waves generated by this expansion would have later interacted with the
surface of last scatter, leaving a unique imprint in the polarization field which should be
observable today.

Electromagnetic radiation from the CMB anisotropy field is nearly 10% polarized. These
polarized anisotropies can be modeled as a spin-2 field, which is separable in two orthogonal
components: a curl-free component called E-mode, and a divergence-free component called
B-mode. In the absence of gravitational waves, the polarization field would contain only E-
modes, which would be partially turned into B-modes by gravitational lensing. The resulting
B-mode field would be one or more orders of magnitude lower than the E-mode signal, being
very faint and difficult to measure. Moreover, recent results show that this signal lies below
other polarized emissions, like the interstellar medium (see [4]), indicating that detection of
the primordial B-mode signal is indeed a major technical challenge.

Another source of confusion is experimental systematic effects. The tremendous increase
in sensitivity of CMB experiments has brought into play a long list of instrumental and
observational effects, which need to be properly incorporated not only into the data reduction
process, but into the design of future experiments as well. Because the CMB is an extended
signal on the sky, it is crucial to characterize the beam, or in the more general case, the
polarized antenna response of the telescope. It is also key to model and understand how this
response gets convolved with the sky signal via the given scanning strategy, as this process
may directly affect the scientific results.

Modeling the effect of the telescope beam on scientific results can be done analytically
or numerically. For instance, the effect of symmetrical beams with smooth profiles can be
analytically accounted for when computing the power spectra of CMB maps (see [19]). The
impact of other related systematic effects, like beam mismatch, has also been described in
the literature (see [7, 18, 25]). When the beam has more complex features, like sidelobes,
numerical methods must be used instead. Several techniques that rely on harmonic space rep-
resentations of the beam, the sky and the scanning strategy have been devised (see [1, 5, 26]).
An excellent description of an implementation of this is given in [8]. Another approach is the
one followed by FeBeCop (see [17]), which computes an effective beam instead of convolving
the sky for every time sample.

In this work, we describe the algorithm and prototype implementation of a new CMB
computer simulation code, the Pixel Space COnvolver (PISCO). PISCO has the capability of
accounting for arbitrary shaped, time-varying beams and sky models. Polarization properties
of the beam are handled following the work presented in [18]. PISCO also exploits the
massively parallel architecture that Graphics Processing Units (GPU) provide via the CUDA
application programming interface, and was designed from scratch to take advantage of HPC
environments.
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Figure 1. Left panel: sky basis. The sky basis is a generic spherical coordinate system. x̂, ŷ and
ẑ form an orthonormal basis. Unit vector p̂ is defined by its spherical coordinates, co-latitude θ and
longitude φ. Co-latitude increases from the north pole towards the south pole. Longitude increases
from west to east. Tangent vectors at p̂, θ̂ and φ̂, can be rotated around p̂ by angle ψ to generate
vectors θ̂′ and φ̂′. Note an observer looking towards the sky along p̂ will measure angle ψ as increasing
clockwise from South. Right panel: the antenna basis is built using spherical unit vectors θ̂′, φ̂′ and
p̂′, analogous to Cartesian unit vectors x̂, ŷ and ẑ. The orientation of the antenna basis with respect
to the sky basis is completely determined by the pointing vector p̂ and rotation angle ψ. A unit vector
k̂ in the antenna basis is described by ρ (co-latitude) and σ (longitude). Tangent vectors at k̂ are ρ̂
and σ̂.

This paper is organized as follows. Section 2 contains a description of the coordinate sys-
tem and geometrical transformations used to model an antenna pointing at the sky. Section 3
and section 4 describe the methodology that was used to model the polarizing properties of
an antenna and its coupling to the sky. Section 5 describes the algorithm used by PISCO,
as well as a prototype implementation. Section 6 presents validation tests on the proto-
type implementation of PISCO. Section 7 provides an example application of PISCO to the
Cosmology Large Angular Scale Surveyor, CLASS ([12]). The paper concludes with a brief
discussion of the results obtained in section 8.

2 Coordinates

Since PISCO performs the convolution of the polarized antenna response with the sky in
the spatial domain, it makes extensive use of coordinate transformations. These operations
can be described by the use of two complementary spherical coordinate systems, which are
described in figure 1. The first coordinate system corresponds to the sky basis. Unit base
vectors of these coordinate system are x̂, ŷ and ẑ. For convenience, the antenna pointing in
the sky basis will be described as a 3-tuple q̄, so that an antenna aiming at co-latitude θ0
and longitude φ0, with position angle ψ0 has a pointing

q̄0 = (θ0, φ0, ψ0) . (2.1)

– 3 –
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Then the pointing direction, denoted by vector p̂0, can be expressed as a linear combi-
nation of base vectors and spherical coordinates (θ0, φ0) via

p̂0 = sin(θ0) cos(φ0)x̂+ sin(θ0) sin(φ0)ŷ + cos(θ0)ẑ . (2.2)

The vectors θ̂0 and φ̂0 are computed using

θ̂0 = cos(θ0) cos(φ0)x̂+ cos(θ0) sin(φ0)ŷ − sin(θ0)ẑ

φ̂0 = − sin(φ0)x̂+ cos(φ0)ŷ .
(2.3)

These vectors can be used to build a second coordinate system, the antenna basis. Given
an antenna pointing q̄0, the antenna basis base vectors can be written in terms of sky basis
coordinates as

p̂′0 = p̂0 (2.4)

θ̂′0 = cos(ψ0)θ̂0 + sin(ψ0)φ̂0 (2.5)

φ̂′0 = − sin(ψ0)θ̂0 + cos(ψ0)φ̂0 . (2.6)

In the antenna basis, coordinates analog to sky basis co-latitude and longitude are ρ
and σ, respectively. As in equation (2.2), a vector k̂ can be similarly written in terms of
antenna basis coordinates as

k̂ = sin(ρ) cos(σ)θ̂′0 + sin(ρ) sin(σ)φ̂′0 + cos(ρ)p̂′0 (2.7)

while vectors analog to the ones described by equation (2.3) are

ρ̂ = cos(ρ) cos(σ)θ̂′0 + sin(ρ) sin(σ)φ̂′0 − sin(ρ)p̂′0

σ̂ = − sin(σ)θ̂′0 + cos(σ)φ̂′0 .
(2.8)

In many situations, antennas are equipped with polarization sensitive devices. The
direction on the sky for which the device has maximum sensitivity to linearly polarized
radiation is called co-polarization, denoted by ê‖. The perpendicular direction, known as
cross-polarization, is denoted by ê×. Because polarization is defined in the sky basis (see
figure 2), a polarization sensitive antenna must compensate for the apparent rotation of its
own polarization basis with respect to the sky. This can be accomplished by rotating the
incoming Stokes vector by the angle between ê‖ and θ̂, namely

χ(ρ, σ) = arctan

(
|ê‖ × θ̂|
ê‖ · θ̂

)
. (2.9)

See appendix A for details on the definition of co-polarization and cross-polarization
that PISCO uses and the computation of χ(ρ, σ) using spherical trigonometry.

3 A polarized model for antennas

The properties of an antenna equipped with detectors that are insensitive to polarization
can be fully characterized by its beam. The beam is defined in terms of the antenna angular
power density distribution U(ρ, σ) via

b(ρ, σ) =
U(ρ, σ)

max [U(ρ, σ)]
=
U(ρ, σ)

U(0, 0)
. (3.1)
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Figure 2. Figure showing the sign conventions of Stokes parameters Q and U used by the CMB
community. In this figure, ψ is the angle between the antenna basis base unit vector θ̂′ and θ̂.
Positive Q if the polarization vector is aligned with θ̂ (North-South direction), negative Q if the po-

larization vector is aligned with φ̂ (East-West direction), positive U is aligned with (±(φ̂ + θ̂)/
√

2)

(North/West-South/East direction), and negative U is aligned with (±(φ̂ − θ̂)/
√

2) (North/East-
South/West direction). The right-most panel of this figure corresponds to an observer looking
towards Earth. This figure is adapted from one that was found on NASA’s LAMBDA website:
https://lambda.gsfc.nasa.gov/product/about/pol convention.cfm and was originally published in [11].

From this definition of the beam, a standard quantification of an antenna’s ability to direct
power to a particular region of the sky is given by the beam solid angle Ω, calculated as

Ω =

∫
4π

b(ρ, σ) dΩ . (3.2)

These concepts fully characterize a lossless antenna in the case it is not sensitive to polar-
ization, while modern CMB experiments, aim at measuring E-modes and B-modes. It then
becomes necessary to introduce a more general treatment of the antenna, so as to include its
polarizing properties.

Many CMB experiments use polarization sensitive bolometers (PSBs) as detection de-
vices, which are pairs of bolometers placed at the focus of the optical chain. By construction,
each bolometer is more sensitive to a particular orientation of incoming electric fields. Given
a PSB consisting of a pair of detectors (a, b) whose polarization sensitive axes are aligned at
angles ζ and ζ − 90◦ with respect to the antenna basis unit vector θ̂′0, we can define beam
center polarization unit vectors for each detector as

êa,‖ = cos(ζ)θ̂′0 + sin(ζ)φ̂′0 (3.3)

êa,× = sin(ζ)θ̂′0 − cos(ζ)φ̂′0 (3.4)

êb,‖ = sin(ζ)θ̂′0 − cos(ζ)φ̂′0 (3.5)

êb,× = − cos(ζ)θ̂′0 − sin(ζ)φ̂′0 . (3.6)
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The polarizing properties of an antenna can be obtained by combining the concept of a
beam with the Mueller matrix formalism. Mueller matrices are widely used to quantify the
effect that an optical element has on the polarization state of incoming light. This process
is modeled by the multiplication of 4 × 4 matrix M with a Stokes vector Sin, such that the
Stokes vector of radation that has interacted with the optical element becomes

Sout = MSin . (3.7)

As described in the work of [20] and [18], antennas can be modeled using Mueller matrices.
PISCO uses the formalism presented in [18], since it is more suitable to be applied to CMB
experiments. We note the original paper names “beam Mueller fields” to this extended defi-
nition of a antenna beam. To emphasize the multi-dimensional nature of this mathematical
entity, in this work we refer to it as a beam tensor, or beamsor for short.

A beamsor can be interpreted as a field of Mueller matrices such that for each direction
(ρ, σ), there is an associated Mueller matrix that quantifies the coupling between the antenna
and a Stokes vector coming from (ρ, σ). We will denote a beamsor by letter B = B(ρ, σ). At
every antenna basis direction, B is a 4× 4 matrix in the form

B(ρ, σ) =
1

Ω̃


BTT BQT BUT BV T
BTQ BQQ BUQ BV Q
BTU BQU BUU BV U
BTV BQV BUV BV V

 (3.8)

where Ω̃ is a normalization factor given by

Ω̃ =

∫
4π
BTT (ρ, σ) dΩ (3.9)

and the elements of B are defined in the work of [18]. Note that in the case of no cross
polarization and perfectly matched beams, the beamsors reduce to the Kronecker product

B(ρ, σ) = b(ρ, σ)⊗ I (3.10)

where I is an identity matrix.

4 Measuring the sky with polarization sensitive antennas

4.1 Continuous case

In order to model the process by which a polarization sensitive detector transforms elec-
tromagnetic radiation into current or voltage, we used the formalism described in [13]. In
Mueller matrix space, a partially polarized, total power detection device corresponds to the
following row-vector

D(ζ, ε, s) =
s

2
[(1 + ε), (1− ε) cos(2ζ), (1− ε) sin(2ζ), 0] (4.1)

where 1−ε is the polarization efficiency, s is the voltage responsivity of the detector and ζ was
defined in section 3. The process of taking a total power measurement on a Stokes vector Si

can then be modeled as a dot product which, using Einstein’s summation convention, yields

d = DiS
i . (4.2)
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Stokes vector Si is, in turn, the convolution between the antenna beamsor and the
polarized sky. The complete expression describing the measurement taken by a linearly
polarized, total power detector coupled to an antenna pointing along p̂ with position angle
ψ0 becomes

d(q̄0) =

∫
4π
Di(χ, ε, s)Λ

i
l(χ)Bl

j

[
Λjm(−χ)Sm

]
dΩ (4.3)

where (i, j) = T,Q,U, V and all beamsor elements Bl
j are aligned with (p̂, ψ0). Rotation of

the detector polarization basis to the sky basis is carried out using χ in the argument to D,
and by Λ, which is a matrix field in the form

Λ(χ) =


1 0 0 0
0 cos(2χ) − sin(2χ) 0
0 sin(2χ) cos(2χ) 0
0 0 0 1

 . (4.4)

4.2 Pixelated case

In order to calculate the result of equation (4.3) using a computer, we can no longer use
continuous distributions, so we need to use pixelated versions of both the beamsor and sky
model. Both the sky model S and beamsor B must then be transformed into a matrix of
Nb (number of pixels in the beamsor) and Ns (number of pixels in the sky model) entries,
respectively. We will denote the k-th pixel of the pixelated beamsor B (sky S) as Bk ( Sk ).
This way, the element (i, j) of beamsor B at pixel k is denoted Bi

k j . With the above in
mind, we can write equation (4.3) for the pixelated case as

d(q̄0) =

Ns∑
k=1

Dk i(χ, ε, s) Λi
k l(χ) Bl

k j Λj
k m(−χ) Smk . (4.5)

where B has been properly re-pixelated via interpolation, so as to keep track of the actual
position of the beam on the sky according to q̄0 using the equations presented in appendix A.
It is worth noting that this expression operates on a pixelated sky, so power from angular
scales smaller than a sky pixel is greatly suppressed by the corresponding pixel window
function.

5 PISCO

The PIxel Space COnvolver (PISCO) is a tool with the capability of generating synthetic
Time Ordered Data (TOD) provided a model for the beamsor, the scanning strategy of the
mission and a sky model. In this section, we present a pathfinder implementation of PISCO
that exploits the massively parallel architecture of modern GPU systems.

5.1 General description

PISCO is the software tool in charge of generating mock TOD given a beamsor, a sky model
and a scanning strategy. A diagram showing the general workings of PISCO is shown in
figure 3. PISCO receives as input a sky model in the form of 4 maps representing Stokes
parameters I,Q, U and V , a beamsor, pointing and focal plane information. PISCO stores
the beamsor elements and sky model as HEALPix (see [10]) maps. HEALPix was chosen
because it is widely used among the CMB community, and because it naturally handles the
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Figure 3. Basic flow of a typical PISCO simulation pipeline. Red polygons show the required user
input. PISCO uses this input and produces TOD (green polygon). This TOD stream is calculated
using equation (4.5) for all pointing directions. TOD can then by sent into a mapper and, finally, to
a power spectra estimator tool. PISCO does not compute pointing nor produces maps from TOD by
itself; these tasks are left to external programs.

closed surface topology of the sphere. HEALPix also provides equal area pixels, which is a
desirable feature when computing convolution in pixel space. The focal plane specifications
are only needed if multiple detectors are being included in the pointing stream, as PISCO
needs the angle ζ of each detector to compute equation (4.5). All the inputs are sent to
the TOD generation function, which returns the data streams. At this point, the data can
either be saved to disk or sent to a map-making code. This last step is preferred as, usually,
input-output operations are time consuming. Finally, maps can be analyzed using external
tools to calculate the power spectra.

5.2 Implementation using CUDA

GPUs allow for substantial acceleration of algorithms that perform a large amount of inde-
pendent operations. TOD generation using equation (4.5) presents an optimal application
case because all operations are independent of each other. In this work, we used the Com-
pute Unified Device Architecture framework from NVIDIA to implement the TOD generation
routine. The reader is referred to [24] for an excellent description of CUDA and associated
capabilities.

To better understand how the parallelism in 4.5 can exploited, consider the process of
synthesizing NT measurements using a CUDA grid of B blocks and T threads. Consider
each measurement to have an associated pointing q̄t with t = 0 . . . NT . PISCO performs a

– 8 –
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Figure 4. Parallelization scheme. This figure shows the case of PISCO executing in 4 blocks (B = 4),
with four threads per block (T = 4). Arrays with beamsor and sky elements are at the bottom. Each
block has access to four beamsor and sky pixels (gray boxes inside colored boxes) and one pointing
entry (colored small boxes) at a time. Green boxes represent the multiplication process of a single
beamsor pixel with a single sky pixel. This includes rotating the sky pixel to the detector polarization
basis, and computing the re-pixelization of B at the corresponding coordinates. Solid and dotted red
lines represent the complex memory access pattern generated by this process. Every thread within a
block writes its result to shared memory space. When a thread finishes its computation, it waits until
all threads have finished and a reduction on the shared memory space is performed across all blocks.
This process is repeated for every pointing. At the end of the procedure, each block has computed
the convolution of a beamsor with the sky for a particular pointing, and every shared memory space
of the block has the corresponding result. These results are collected into the GPU global memory,
which is then transferred back to CPU (host) memory.

double parallelization scheme: the “slow” loop (L1) scans the pointing stream and associates
every block to a pointing q̄t. A second, “faster” loop (L2), iterates over a list of pixels,
which correspond to sky pixels that are “inside” the beamsor extension. This list of pixels
is constructed in advance and then transferred to the GPU. L2 executes T operations in
parallel. Great care was taken to ensure no race conditions arise when multiple threads try
to read (write) from (to) the same memory address. As every block executes T convolution
operations in parallel, and the CUDA grid runs B simultaneous blocks, the parallelism is
B × T . Furthermore, if G GPUs are available, the computation can be distributed among
them, increasing the parallelism to G × B × T . A graphical description of this process is
shown in figure 4.

5.3 Performance

5.3.1 Benchmark results

To gain insight regarding the performance of the algorithm, we performed a simple benchmark
where a single PSB scanned the whole sky with a Gaussian beam of FWHM = 1.5◦. We
restricted the benchmark to Gaussian beams only, but emulated the presence of sidelobes by
increasing the number of sky pixels involved in the convolution on every run. The benchmark
consisted of timing 2 detectors with the same beams scanning the complete sky at 3 different
beam orientation angles (0◦, 45◦ and 90◦). The pointing of every detector was set to aim

– 9 –
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Figure 5. Plot showing data from table 1. The red circles correspond to the data, while the black,
dashed line corresponds to the best linear fit. The scaling of wall-time with the number of pixels
involved in the convolution is linear, as expected from the nature of the algorithm.

at the center of every sky pixel, effectively setting the number of samples in the TOD to
3 times the number of pixels on the sky, per detector. We used a polarized CMB map of
NSIDE = 128 (196608 pixels) as input, which set the number of samples in the synthetic
TOD to 1179648 (2× 3× 196608). The NSIDE parameter of the beam was set to 512. The
test was run on a single GTX 1080 card and a node equipped with two Intel Xeon E5-2610
processors (10 physical cores and 20 threads per processor) and 256 GB of DDR4 RAM.
Unfortunately, the current code architecture does not allow for a simple way of measuring
performance in FLOPS, which is a challenging task on its own given the TOD generation
routine performs both integer and floating point mathematical operations. For this reason,
we report execution wall-time as a metric for performance.

Table 1 shows the scaling of wall-time with the maximum radial extent of the beam
(denoted as ρmax) which was found to be roughly quadratic. Since the number of pixels in a
disc depends on the pixelization scheme, we report the following relation between wall time
and the number of sky pixels evaluated per convolution for this particular test.

∆t = 4.17Np − 575.5 (5.1)

where ∆t is wall time in milliseconds and Np is the number of sky pixels. Auxiliary runs
showed that ∆t scales linearly with the number of pointing directions involved.

The behavior of this scaling is expected from the architecture of the algorithm (see
figure 4), and can be ameliorated by using a distributed computing architecture with multiple
GPUs. Another free parameter, the NSIDE parameter of the beam, was found to have a minor
effect on execution time. The degradation caused by using a finer beam is believed to be a
consequence of the GPU having less free memory to store the evaluation grid, which reduces
the number of convolutions it can calculate in parallel.

– 10 –
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ρmax (◦) Pixels Wall time (ms)
5.0 374 1471.41
7.5 832 3135.19
10.0 1506 5560.25
15.0 3360 12719.56
20.0 5938 23190.68
25.0 9218 39447.70
30.0 13174 53800.74

Table 1. Table showing wall-times taken by a whole-sky convolution of a single PSB. ρmax corresponds
to the “cut-off” angle that is taken into account by the core convolution algorithm. The central column
corresponds to the maximum number of sky pixels involved in the convolution. The third column
corresponds to wall time, including the assembly of the beam interpolation grid, copying memory
between the host and the GPU, as well as the wall-time of the main convolution routine. We note
that, because of the limited amount of RAM in the GPU, runs with ρmax > 20◦ were performed in
blocks in a purely serial manner.

5.3.2 Discussion and future improvements

Algorithms like beamconv (see [8]) and the smoothing routine present in the healpy package,
work in harmonic space. This means their execution times are much faster as they rely on
Discrete Fast Fourier Transform techniques. It is worth noting that, in theory, the nature of
pixel space permits the inclusion of other features in the simulation (beam ghosting, sharp
sidelobes or time-dependent phenomena) at a relatively small additional computational cost.
We believe this makes PISCO a good complement to other software tools that perform
similar tasks.

The current implementation must calculate the list of sky pixels involved in each convo-
lution, for all pointing directions, before the CUDA routine is launched. While the wall-time
associated with this operation is modest, the result must be kept in memory and transferred
to the GPU, so that the associated buffer quickly becomes too large to be held in the VRAM.
Currently, PISCO handles this situation by performing the generation of TOD in blocks to
avoid memory overflow. In the test machine, computing and transferring the lists of pix-
els can take up to 13% of the overall simulation wall-time. A solution to this problem has
already been devised and will be implemented in future releases. Another drawback of the
current implementation is the use of global memory to hold the beam tensor elements. Fu-
ture releases will exploit data locality by making use of the CUDA texture memory pipeline
(see [24] and [3]). Finally, while the current implementation of PISCO was designed to ex-
ecute in multiple GPU nodes, significant coding effort is required to provide the user with
an easy to use interface. Experiments were performed emulating a multi-node system by
making PISCO use all 3 GPUs of the machine. These tests showed an almost linear increase
in performance, but more work is required in order to find the knee of the curve between
performance and available GPUs.

6 Code validation

To validate the correctness of PISCO, we performed two sets of tests: a mock observation
of a (polarized) point source and a simulation of an ideal CMB observation. In the case
of the polarized point source observation, the output of PISCO was compared against the
healpy.smoothing routine, a Python wrapper around HEALPix routines, which calculates
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the convolution of a polarized sky with a circularly symmetric Gaussian beam in a`m space.
For the purposes of this test, we will consider the output of smoothing to be exact. In the
case of the ideal CMB observation, the output from PISCO, after being compensated by the
analytic beam window function, was compared against the power spectra of the input maps.

6.1 Point source observations

The simulated observation of a polarized point source was accomplished by the following steps

• Build a beamsor with off-diagonal elements set to zero. Every Bi
i element corresponds

to a circular Gaussian beam with FWHM of 1.5◦.

• For simplicitly, we used a PSB with s = 1 and ε = 0 for both detectors.

• Build a mock sky, with a single non-zero pixel at coordinates (θk, φk). Three cases were
run: unpolarized, pure Q polarization and pure U polarization. . .

• Set up a raster scan around (θk, φk) for a detector with ζ = 0. Note that, in order to
have full polarization coverage, the raster scan is repeated 3 times with angles ψ0 =
0◦, 45◦, 90◦.

• Make maps of TOD generated by PISCO.

• Compare the result of applying smoothing to the single pixel map using the same beam
model.

6.1.1 Results

Results for this validation test are shown in figure 6. The results show that the flux is
preserved to better than 0.2%. For the NSIDE 256 sky used in this test, doubling NSIDE

of the beam from 1024 to 2048 does not improve the preservation of the flux significantly
(from 0.2% to 0.04%) at the cost of quadrupling the amount of memory required to store the
beamsor, while using a lower NSIDE for the beam degrades this considerably to 0.8%. We
conclude that a 4:1 beam to sky NSIDE ratio is sufficient. We also checked for systematic
effects driven by the finite machine precision of the computations, and found that leakage from
temperature to polarization was consistent with zero to machine precision. The maximum
residual in the P to P leakage is on the order of 0.1%. PISCO is also able to correctly account
for intra-beam variations of the position angle χ.

6.2 Ideal CMB experiment

6.2.1 Description

The simulation of an ideal CMB experiment was accomplished by the following:

• Build a beamsor with off-diagonal elements set to zero. Every Bi
i element corresponds

to a circular Gaussian beam with FWHM of 1.5◦.

• For simplicitly, we used a PSB with only one active detector for which s = 1 and ε = 0.

• Build mock CMB whole sky maps with a tensor-to-scalar ratio r = 0.0.

• Set up a scanning strategy to visit each pixel center at 3 different position angles
ψ0 = 0◦, 45◦, 90◦.
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Figure 6. Plots showing the result of differencing a map with a point source convolved with a
Gaussian beam using smoothing and the map generated from PISCO TOD. The input map used
HEALPix pixelization with NSIDE = 256, while the beamsor resolution was set to NSIDE = 1024. The
Gaussian profile used for the beamsor had a FWHM of 1.5◦. All point sources were located at 45◦

declination. The color scale is normalized to 1, which is also the amplitude of the source. From top
to bottom: residuals for the case of a point source with Stokes vector S = (1, 0, 0, 0), S = (1, 1, 0, 0)
and S = (1, 0, 1, 0), respectively.

• Make maps of TOD generated by PISCO.

• Compare spectra generated from the maps with spectra of the input maps.

6.2.2 Sky model

The input sky maps were generated using a combination of CAMB (see [14]) to generate C`
and synfast to generate maps from the C`. The cosmological parameters used by CAMB are
consistent with those reported by the Planck satellite collaboration (see [22]). This procedure
returns 3 CMB anisotropy maps, one for each Stokes parameter. The CMB is not expected
to have Stokes V polarization, so this field was explicitly set to zero. CAMB was configured
to return a CMB with no primordial B-modes (r = 0) and no lensing, as this last effect
is expected to transform E-modes to B-modes. The resulting B-mode power spectrum is
effectively zero at all angular scales. No foreground or other sources were added on top of
the simulated CMB. All maps used for this simulation use the HEALPix pixelization scheme
and were generated at a resolution parameter NSIDE = 512.
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6.2.3 Scanning strategy and beam

The pointing stream was built to convolve the NSIDE = 512 sky maps onto output maps of
NSIDE = 128. We used as pointing every pixel position of a HEALPix map with NSIDE =
128, effectively sampling the input sky on 1/16th of its pixels. The goal of this mismatch
between pointing and input sky resolution was to provide a more realistic simulation as,
in reality, the input sky is not pixelated at all but it is the output maps that must be
computed on a pixelated sphere. Every pixel was observed at its center, which is an important
requirement that ensures the intra-pixel coverage does not affect the estimation of the power
spectra at high ` (see appendix B in [23]). Since only three hits per pixel at different values
of χ are required to recover the polarization field of the CMB, the scanning was generated
for a single detector with a polarization sensitive angle ζ = 0. Finally, the beam was set to
be a circularly symmetric Gaussian with FWHM of 1.5◦ and pixelated as a HEALPix map
of NSIDE = 2048.

6.2.4 Power spectra

Power spectra were calculated using anafast. No further post-processing of the power spec-
tra was needed given that this simulated observation covers the whole sky, and hence no
masking effects arise. The power spectra corresponding to maps that were generated using
PISCO TOD were corrected by dividing by the equivalent beam transfer function of a cir-
cular Gaussian beam of FWHM 1.5◦. Note that tools like anafast return C`, whereas the
literature usually shows D`. In this work, we follow that convention:

D` =
`(`+ 1)

2π
C` . (6.1)

6.2.5 Results

The main result of this simulation is shown in figure 7. A single simulation took less than
25 seconds on the testing machine. We report no significant leakage from temperature to
polarization, nor from E-modes to B-modes. It is worth noting that this process was repeated
using several realizations of roughly the same cosmology, but with varying values of r. We
found no evidence of leakage in any of these cases.

6.3 Ideal CMB experiment with more realistic pointing

The simulation described above used pixel centers as the telescope pointing. In an effort to
provide more realism to the simulation, we dropped this constraint and performed a similar
simulation to the one described in section 6.2 by adding random offsets to the pointing with
respect pixel centers, both in θ and φ as

φi, new = φi +
U(fΩ)

sin θi
(6.2)

θi, new = θi + U(fΩ) , (6.3)

where U(a) returns a uniformly distributed random number between −0.5 and 0.5, f is
scaling factor and Ω is the average pixel size of a HEALPix map which, for NSIDE 128, is
0.4581◦. For the purpose of this test, f was set to 0.1.

Results for this test are summarized in figure 8. We observe that the discrepancy
between power spectra becomes significant when random offsets are introduced into the
pointing. One notorious effect is the appearance of a spurious B-mode signal. To explore
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Figure 7. Upper plot: power spectra from PISCO generated TOD (“out” label) for the whole sky
CMB test with pointing on pixel centers. D` used to generate the input maps are the black, dashed
curve (“ref” label). The input sky corresponds to a CMB with r = 0.0, and its power spectra are
plotted in dotted green (“in” label). The scale of the y-axis is µK2 for all three plots. Visual inspection
shows excellent agreement between PISCO and the input spectra, with no apparent leakage from E-
modes to B-modes or from temperature to polarization. Bottom: difference between power spectra
of PISCO generated TOD and the power spectra of the input map. Residuals in TT , EE and BB
reach no more than 8µK2, 0.004µK2 and 2 × 10−6µK2, respectively.

the origin of this artifact, we ran one more similar simulation using an unpolarized CMB as
input. These results (see figure 9) indicate that the effect on the B-mode spectrum that we
see in figure 8 is E-mode to B-mode leakage. We believe the origin of this leakage is related
to an uncompensated coupling of intra-pixel gradients into the map-making process. A more
detailed description of this phenomena was given in [23].

The hypothesis of intra-pixel gradient coupling was validated against a variation of the
simulation described at the beginning of this section. The main difference was that random
pointing offsets were symmetric with respect to pixel centers; for each random offset, an equal
and opposite offset was introduced. The main driver for this test was the idea that, at the
angular scale of an output map pixel (roughly 0.45 degrees for NSIDE 128), gradients on the
sky are are likely to be linear to first order. This would imply that adding an opposite offset
to the pointing stream should, in principle, suppress the observed leakage, as the gradient-
coupled signal would approximately cancel out. Results for this simulation (see figure 10)
support this theory, as the spurious B-mode signal is suppressed by around 4 orders of
magnitude. It is worth noting that symmetrizing the offsets also brings down the residuals of
the temperature and E-mode power spectra to levels comparable to those shown on figure 7.
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Figure 8. Upper plot: power spectra from PISCO generated TOD (“out” label) for the whole sky
CMB test with random pointing offsets from pixel centers. D` used to generate the input maps are
the black, dashed curve (“ref” label). The input sky corresponds to a CMB with r = 0.0, and its
power spectra are plotted in dotted green (“in” label). The scale of the y-axis is µK2 for all three
plots. Bottom: difference between power spectra of PISCO generated TOD and the power spectra of
the input map. The spurious B-mode signal reaches 0.03µK2.

7 A more realistic CMB experiment

The tests performed in section 6.2 correspond to an idealized case. In this section, we show
results for a simple, but more realistic, application of PISCO. The focus of this section is
on demonstrating that the implementation of the model presented in section 3 and section 5
is able to reproduce the expected effect of pointing and beam mismatch, which is T to P
leakage (see [18]), and uneven intra-pixel coverage, which is P to P leakage (see [23]). As in
the previous section, we did not include other systematic effects like gain imbalance, detector
efficiency, cross-polarization responses and far sidelobes.

7.1 Description of the simulations

Since designing such an experiment from scratch is a challenging task, we turned to simulating
an ongoing mission, the Cosmology Large Angular Scale Surveyor, CLASS. CLASS aims at
characterizing the CMB anisotropy field at large angular scales, particularly the power spectra
of B-modes and E-modes, looking for evidence of inflation. While the experiment is composed
of 4 telescopes, the simulation focuses on the one observing at the lowest frequency (38 GHz),
the Q-band receiver, which has a 1.5 degree beam. This decision was taken for computational
reasons, mainly because Q-band has lower detector count compared to higher frequency
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Figure 9. Upper plot: power spectra from PISCO generated TOD (“out” label) for the whole sky
CMB test with random pointing offsets from pixel centers on an unpolarized sky. D` used to generate
the input maps are the black, dashed curve (“ref” label). The input sky corresponds to a CMB with
r = 0.0, and its power spectra are plotted in dotted green (“in” label). The scale of the y-axis is
µK2 for all three plots. Bottom: difference between power spectra of PISCO generated TOD and the
power spectra of the input map. These plots show no signs of temperature to polarization leakage.

receivers. We note that CLASS uses modulation techniques to increase its sensitivity to CMB
polarization. The effects of modulation related systematics have been described elsewhere
([16]). For a more detailed description of CLASS, the reader is referred to [9, 12] and [2].

7.1.1 Sky model

To generate the maps for this simulation, we followed a procedure similar to the one described
in section 6.2.2. The main difference is the substitution of a temperature only CMB for the
first two tests, which was used to check for T to P leakage caused by effects that were not
present in the tests presented in section 6. In addition, all maps use the HEALPix pixelization
with an NSIDE parameter of 128 for both sky and output.

7.1.2 Pointing

The scanning strategy of CLASS consists of constant elevation scans (CES). Elevation is kept
at 45◦ while the telescope rotates 720◦ in azimuth at 1 degree per second. Under normal
survey conditions, the telescopes scan nearly 24 hours a day. The boresight is rotated from
−45◦ to +45◦ by 15◦ per day on a weekly schedule. This scanning strategy, in combination
with the large CLASS field of view results in the telescopes covering more than 70% of the
sky. In addition, because of the boresight rotation, only seven days are needed to provide
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Figure 10. Upper plot: power spectra from PISCO generated TOD (“out” label) for the whole sky
CMB test with random pointing offsets symmetric about pixel centers. D` used to generate the input
maps are the black, dashed curve (“ref” label). The input sky corresponds to a CMB with r = 0.0,
and its power spectra are plotted in dotted green (“in” label). The scale of the y-axis is µK2 for
all three plots. Bottom: difference between power spectra of PISCO generated TOD and the power
spectra of the input map. The spurious B-mode signal reaches 1.5× 10−5 µK2 al ` = 250.

excellent position angle coverage. While CLASS records data 200 times per second, the
pointing streams were generated at 20 Hz. Down-sampling by a factor of 10 results in a ten-
fold decrease in computation time with the median number of hits per pixel still being on
the order of thousands. Even with this significant reduction, the pointing stream contained
more than 870 million samples.

Equatorial coordinates of every detector were computed from the horizontal coordinates
produced by the scanning strategy and the beam center offsets of every detector from the
center of the array. Representative beam center offsets for the Q-band receiver were provided
by the CLASS collaboration. Two streams were generated by considering detector pairs to
have matched or mismatched offsets. The case of matched offsets was simulated by forcing
each pair to share the same beam center offsets, which in turn were calculated as the average
of the individual pair offsets.

7.1.3 Beamsor model

The CLASS collaboration also provided us with representative main beam parameters. The
main beam parameters correspond to FWHM in the East-West direction (FWHMx), FWHM
in the North-South direction (FWHMy) and the rotation angle of the major axis of the
corresponding elliptical profile. The simplicity of the beams allows a further speed-up in the
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computation by restricting the convolution to a 5◦ disc around the beam center. This value
was chosen as, for a unit normalized Gaussian beam, a pixel that is 5◦ away from the centroid
of the 1.5◦ FWHM beam of the CLASS Q band receiver has a value of ≈ 10−14, roughly the
limit of double precision arithmetic. All beamsors were pixelated using NSIDE = 512. The
finite resolution of the beamsor produces an error in the amplitude of simulated TOD that
is less than 0.1% compared to analytical estimations, which is consistent with the results
described in section 6.

7.1.4 Power spectra and beam transfer function

Given that CLASS only covers ≈ 70% of the sky, computing the power spectra of simulated
maps requires the use of a tool than can handle a sky mask. For this reason, we changed
the estimator from anafast to Spice through the PolSpice implementation (see [6]). In
addition, the CLASS collaboration provided a realistic sky mask that includes the galactic
plane as well as the sky outside the survey boundaries.

While the effect that smooth, circularly symmetric beams have on the power spectra is
known (see [19]), beams for CLASS have non-zero eccentricity and so we need to account for
the effect of this on the CMB power spectra. This is done by computing the radial profile
of each beam through an analytical integration over φ, averaging the radial profiles of all of
the beams in the array receiver and then calculating the harmonic transform of the average
profile to use as the beam transfer function in deconvolving the power spectra.

In addition to the beam transfer function, the power spectra of the maps produced
by PISCO were compensated by the pixel window function of a HEALPix pixel of resolution
parameter NSIDE = 128. The pixel window function was computed using the pixwin routine
of the healpy package.

7.1.5 A unified metric for describing mismatch

While it is simple to use the difference in pointing between two paired detectors to describe
pointing mismatch, elliptical beam mismatch involves three quantities: the difference in the
semi-major beam widths, the difference in the semi-minor beam widths and the difference
in orientation of the two elliptical beams on the sky. When multiple pairs are considered, it
becomes unclear how to average these parameters in order to gain insight regarding the degree
of mismatch in the set. For this reason, it is desirable to define a metric that can be suitably
applied to more than one pair. One such metric can be derived from the difference ∆b(ρ, σ)
in the fitted elliptical Gaussian beams for the detector pair of each PSB by considering the
maximum difference expressed as a percentage of the normalized beams, namely

δ(p,b) = max
∣∣∆b(p,b)(ρ, σ)

∣∣ (7.1)

where the subscripts p and b represent the cases of pointing mismatch and beam mismatch
respectively (see figure 11). This unified metric is directly proportional to the difference in
convolution weighting for each detector pair and can be meaningfully averaged over multi-
ple pairs.

7.2 Results and discussion

7.2.1 Matched pointing and beams

For the purpose of comparison, a test was run using matched beams. This was done by
averaging both the pointing offsets and elliptical beam parameters for each detector pair in

– 19 –



J
C
A
P
0
2
(
2
0
2
0
)
0
3
0

Pointing Mismatch Beam Mismatch

0.0015
0.0010
0.0005

0.0000
0.0005
0.0010
0.0015

0.0100
0.0075
0.0050
0.0025

0.0000
0.0025
0.0050
0.0075

Figure 11. Example pair differenced elliptical Gaussian beams for pointing mismatch and beam
mismatch. The resulting metrics are δp = 0.17% and δb = 1.0%.

the array. The results of this test are shown in the upper plot of figure 12. In this and all
subsequent plots the theoretical E-mode and B-mode spectra for a universe with r = 0.1
were overlaid to provide context. As expected, the result of this test is that there is no T to
P leakage present.

7.2.2 Pointing mismatch

CMB experiments that rely on detector pairs are subject to leakage caused by pointing
mismatch. As described in the work of [18], differential pointing between individual detectors
belonging to the same PSB couples to gradients in the temperature field.

This test was performed by using the pointing offsets of the individual detectors while
averaging the elliptical beam parameters for each detector pair in the array. Applying the
metric described in section 7.1.5 to the beams used in this simulation yielded an average
value of δp = 0.42% for the resulting pair differenced pointing mismatch.

The leakage caused as a result of this pointing mismatch is presented in the lower plot of
figure 12. We found that the spurious B-mode signal produced by pointing mismatch reaches
0.02µK2 at ` = 190, and becomes dominant with respect to a reference B-mode spectra with
r = 0.1 at ` = 160.

7.2.3 Beam mismatch

Beam mismatch produces leakage from temperature to polarization by introducing a coupling
between the beam and local quadropole-like patterns in the temperature fields (see [18])

This test was performed by using the elliptical beam parameters of the individual de-
tectors while averaging the pointing offsets for each detector pair in the array. Applying the
metric described in section 7.1.5 to the beams used in this simulation yielded an average
value of δb = 1.73% for the resulting pair differenced beam mismatch.

Figure 13 shows the resulting power spectra. The leakage reaches around 0.02µK2 at
` = 100, and the spurious B-mode signal becomes dominant when compared to the theoretical
spectrum of primordial B-modes for r = 0.1 after ` = 80. We note that leakage also becomes
dominant with respect to the E-mode power spectrum above ` = 150.

7.2.4 Uneven intra-pixel coverage

As discussed in section 6.3, simulating a CMB experiment using a more realistic scanning
strategy can produce another systematic effect at the power spectra level related to the intra-
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Figure 12. Resulting power spectra for a realistic simulation using matched pointing (upper figure),
and mismatched pointing (bottom figure). The input CMB was unpolarized, but reference E-mode
and B-mode power spectra for a CMB with r = 0.1 are shown using the black, dashed line. Leakage
from TT to EE and BB power spectra is present for the simulations with mismatched pointing. The
spurious leakage signal becomes dominant compared to reference B-modes about ` ≈ 160, reaching
0.02µK2 at ` = 190.

pixel coverage of the sky. The goal of this simulation is to show results of this effect using
the pointing of a real experiment.

Figure 14 shows the result of running the realistic multi-beam simulation with matched
pointing and matched beams with the addition of a polarized CMB with r = 0.1. A nonzero,
spurious signal is present in the B-mode power spectrum, becoming dominant over the pri-
mordial B-modes around ` = 200. In the upper plot of figure 12, the same simulation was
performed but with an unpolarized CMB as input, the resulting polarized power spectra
being consistent with zero at all scales. This indicates that the effect of uneven intra-pixel
coverage in this test is P to P leakage, just as shown in the test performed in section 6.3.
This systematic effect is subdominant with respect to the T to P leakage caused by pointing
and beam mismatch at all scales, as well as having a lower amplitude than a theoretical
primordial B-mode power spectrum for r = 0.1 up to ` = 200. Since this P to P leakage is
due to an uneven convolution of the pixel window, it is worth noting that, unlike the other
systematic effects presented above, this effect can be mitigated as more data is added when
using a well planned scanning strategy.
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Figure 13. Resulting power spectra of a realistic simulation showing the effects of beam mismatch.
The effects of pointing mismatch were removed from this simulation. The input CMB was unpolarized,
so that the resulting E-mode and B-mode power spectra can only be a result of T to P leakage.
Reference E-mode and B-mode power spectra for a CMB with r = 0.1 are shown using the black,
dashed line. The amplitude of the B-mode leakage signal reaches roughly 0.02µK2 at ` = 100 and
becomes dominant when compared to a B-mode power spectrum (for r = 0.1) above ` = 80. Similarly,
the E-mode power spectrum caused by leakage reaches around 1µK2 at ` = 150, and dominates over
the cosmological signal at smaller angular scales.
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Figure 14. Resulting power spectra for the case of matched pointing with uneven intra-pixel coverage
using as input a polarized CMB without B-modes. The B-mode power spectrum shows non-negligible
amounts of a spurious signal not present in the input power B-mode power spectrum. Reference
E-mode and B-mode power spectra for a CMB with r = 0.1 are shown using the purple, dashed line.
The spurious B-mode spectrum reaches on the order of 0.02µK2 at ` = 250, and becomes dominant
compared to primordial B-modes above ` = 200.

8 Conclusions

In this work, we have presented a method for simulating the interaction between the elec-
tromagnetic properties of an antenna and a polarized sky in the context of CMB experi-
ments. We have also described PISCO, a new computer simulation code that implements
this method. PISCO is capable of generating beam-convolved timestreams for arbitrary
beams, sky models and scanning strategies and is designed to exploit the natural parallelism
in the pixel space convolution algorithm by offloading the computation to the GPU. We per-
formed tests applying PISCO to several scenarios: point source convolution, an ideal and a
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more realistic CMB experiment, this last set of tests was based on the CLASS experiment.
We showed that PISCO is able to reproduce the expected effects that pointing mismatch,
beam mismatch and uneven intra-pixel coverage have on CMB power spectra.

We are not aware of any other publicly available code that performs pixel space convolu-
tion using a formalism that is similar to one used by PISCO, the only documented code that
performs pixel space convolution being FEBeCop. We believe PISCO will become a valuable
tool when modeling the effect of noise sources that are difficult to include in harmonic space
implementations like the one described in [8]. These sources include, but are not limited
to, atmospheric turbulence, transient events on the sky and time-dependent behavior of the
optics. It is also worth noting that PISCO can naturally include modulation techniques, like
half-wave plates, when provided with a modulated model of the beamsor. Finally, the paral-
lelism of the pixel space convolution algorithm provides an opportunity for improvement over
the current implementation by harvesting the computational power of modern HPC facilities,
particularly those including multiple GPU nodes.
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A Computation of antenna basis coordinates and the co-polarization angle
from sky coordinates

For a beam center pointing (θ0, φ0), rotation angle ψ0 and off beam center pointing (θ, φ) in
the sky basis, we can derive the antenna basis coordinates (ρ, σ) and the angle χ between
ê‖ and +Q (θ̂) by using spherical trigonometry (see figure 15). The identities used in this
derivation are: the law of cosines, the law of sines and the analogue (or five part) formula.

Defining ∆φ ≡ φ− φ0, the antenna basis coordinate ρ is given by

ρ = arccos(cos(θ) cos(θ0) + sin(θ) sin(θ0) cos(∆φ)). (A.1)

Then, defining α as the angle between ρ and θ0, the antenna basis coordinate σ is given by

sin(α) =
sin(θ) sin(∆φ)

sin(ρ)
(A.2)

cos(α) =
cos(θ) sin(θ0)− sin(θ) cos(θ0) cos(∆φ)

sin(ρ)
(A.3)

α = arctan

(
sin(θ) sin(∆φ)

cos(θ) sin(θ0)− sin(θ) cos(θ0) cos(∆φ)

)
(A.4)

σ = 180◦ − ψ0 − α. (A.5)

Following Ludwig’s third definition of cross polarization, substituting σ + 90◦ for Ludwig’s
φ (see [15]), the unit vectors of co and cross polarization for a detector aligned at an angle ζ
with respect to the basis vector θ̂′0 in the antenna basis are

ê‖ = cos(σ − ζ)ρ̂− sin(σ − ζ)σ̂ (A.6)

ê× = − sin(σ − ζ)ρ̂− cos(σ − ζ)σ̂. (A.7)
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Figure 15. Sky and antenna basis coordinates for beam center pointing and off beam center pointing
from the viewpoint of an observer looking at the sky. Here NCP is the North Celestial Pole and χ is
the angle between ê‖ and θ̂ according to Ludwig’s 3rd definition.

Thus ê‖ is offset from ρ̂ by the angle ζ − σ. Then, defining β as the angle between θ and ρ,
yields

sin(β) =
sin(θ0) sin(∆φ)

sin(ρ)
(A.8)

cos(β) =
cos(θ0) sin(θ)− sin(θ0) cos(θ) cos(∆φ)

sin(ρ)
(A.9)

β = arctan

(
sin(θ0) sin(∆φ)

cos(θ0) sin(θ)− sin(θ0) cos(θ) cos(∆φ)

)
(A.10)

χ = β + ζ − σ. (A.11)
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