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Abstract
Cation vacancies in metal oxides have high formation energies and, thus, are not as abundant as
their oxygen-related counterparts. Nonetheless, they can be readily created during non-equilibrium
processes. Positron-annihilation spectroscopy (PAS) is a well suited technique of probing such
defects since negatively-charged lattice vacancies are deep potential wells which can act as positron
traps. The present study reports first-principles calculations of positron trapping at Zr
monovacancies in monoclinic zirconia. The binding of positrons and associated lifetimes for these
defects were obtained within two-component density-functional theory under different
approximations for the electron–positron correlation. The role of hydrogen was also explored. Low-
energy vacancy–hydrogen defect complexes were determined for one and two hydrogen atoms
bound to a single Zr monovacancy. Hydrogen decoration of the vacancy affected the localization of
the positron leading to an appreciable decrease of the lifetime. The study was supplemented with
PAS measurements on samples of monoclinic zirconia. From the PAS data two distinct, high-
intensity components were resolved originating from different defect states. The corresponding
lifetimes of 187and 225ps were very close to the theoretical predictions.
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1. Introduction

Zirconia (ZrO2) is a wide-gap insulator with diverse uses in
many technological processes as a structural ceramic [1]. In
recent years monoclinic ZrO2 has been widely considered in
microelectronics as one of the candidate high-κ oxides to replace
SiO2 as the main gate dielectric [2]. Reliability issues related to
charge trapping [3] have motivated many computational studies
of the intrinsic defects of this material by means of density-
functional theory [2, 4–6]. The focus of these studies has been
the defects of the oxygen sublattice with the oxygen vacancy
widely considered as the dominant electron trap [2]. Cation
related defects were found to cost more energy [2, 4, 6], there-
fore, they must be present in very low concentrations at condi-
tions of thermodynamic equilibrium. Nonetheless, the existence

of sizeable concentrations of Zr vacancies has been verified in
various zirconia phases, where these defects were created during
irradiation or other non-equilibrium treatments [7–9]. One of the
most efficient spectroscopies for studying vacancy-type defects
in solids is positron-annihilation spectroscopy (PAS) [10–12].
Owing to the missing nuclei at their core such defects can
become strong trapping sites for positrons while these thermalize
inside the materials [12]. Furthermore, the smaller electron
density at open-volume defects leads to a reduced overlap with
the positronic density and increases the positron lifetimes mea-
sured experimentally by PAS [12].

The present study employed both theoretical and exper-
imental approaches to investigate positron trapping at Zr
monovacancies in monoclinic zirconia. The theoretical part
consisted of first-principles calculations based on two-comp-
onent density-functional theory [13–15]. Corresponding
positron lifetimes for Zr-vacancy defects were obtained using
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different approximations for the electron–positron correlation.
Experimentally, positron trapping at defects was studied by
means of PAS measurements on bulk nanocrystalline powder
samples. One of the goals has been to study the effect of
hydrogen. Earlier PAS studies in both metals and oxides
showed that hydrogen decoration of vacancies can lead to
shortening of the positron lifetimes [16–19]. Hydrogen is a
ubiquitous impurity in oxides and can have a strong impact on
their properties. Its electrical activity, in particular, as an
isolated interstitial defect has been the subject of theoretical
studies [20–23]. Hydrogen also possesses a strong tendency
to associate with oxygen vacancies by occupying their sites
and form multi-center bonds with the neighboring metal
atoms [24]. The binding of hydrogen to cation vacancies in
other zirconia phases [19, 25, 26] and in a number of trans-
parent conducting oxides has also been confirmed by ab initio
calculations [27]. In monoclinic zirconia nothing is known
about how hydrogen interacts with Zr vacancies. The present
work addresses this issue, first by determining the energetics
of complexing of Zr monovacancies with one and two
hydrogen atoms, and secondly by examining how hydrogen
affects the interaction of these vacancies with positrons.

2. Theoretical background and experimental
preliminaries

Zirconia crystallizes in a monoclinic phase (space group
P c21 ) at ambient conditions, with the following lattice
parameters determined from experiment [28]: a=5.15 Å,
b=5.20 Å, c=5.32 Åand β=99.20°. A 2×2×2
repetition of the primitive 12-atom cell along the three lattice
vectors leads to a larger 96-atom supercell which was sub-
sequently used for all defect calculations in the present study.
The ground-state structures and corresponding formation
energies of Zr vacancies and their complexes with hydrogen
were determined by means of density-functional theory
[29, 30] and the projected augmented-wave (PAW) method
[31]. Both the local-density approximation (LDA) and the
generalized-gradient approximation (GGA) were employed to
describe electron exchange and correlation effects [32, 33].
The LDA PW92 [32] and the GGA PBE [33] functionals
were chosen for this purpose. These calculations were carried
out using the VASP ab initio code [34–37]. The crystalline
wavefunctions were represented by an expansion over plane
waves which was limited by a kinetic-energy cutoff of
470 eV. For Zr atoms the semi-core 4s and 4p states were
treated as valence states. The structural optimization for the
bulk 12-atom cell was performed using a 4×4×4 Mon-
khorst–Pack k-point mesh [38] for all integrations over the
Brillouin zone. The lattice parameters determined by means
of the LDA PW92 functional were equal to: a=5.09 Å,
b=5.18 Å, c=5.25 Åand β=99.52°. A broader,
2×2×2k-point mesh was employed in all defect calcu-
lations with the larger 96-atom supercell.

The formation energies,ΔE form
def , of the Zr monovacancy,

VZr, and of the vacancy–hydrogen defect complex, (VZr–H),
were determined as a function of the Fermi level, EF, and the

elemental chemical potentials, μZr and μH, according to:

m mD = - + - +E q E q E n qE . 1form
def

tot
def

tot
bulk

Zr H F( ) ( ) ( )

In this expression, Etot
def and Etot

bulk, are the total energies
of the defect and perfect-lattice supercells, respectively. q is
the charge of the defect. n is an integer which takes the value
of 0 or 1 for the Zr monovacancy and vacancy–hydrogen
complex, respectively. EF is the Fermi level, referenced by the
valence-band maximum, EV, of the bulk supercell. The values
of EF span the whole band gap. The latter was found equal to
3.63 eV when employing the LDA PW92 functional. The
chemical potentials μZr and μH of the two species are refer-
enced with respect to their values in their stable standard
states: the bulk hcp Zr metal and the H2 gas, respectively.

As usually done for intrinsic defects in oxides [27, 39]
the formation energies of the vacancy defects were deter-
mined for the two extreme limits of the chemical potentials of
the cation and oxygen species. These limits are dictated by the
values of these potentials in their respective stable states: mZr

o

(in metallic Zr) and mO
o (in O2 gas). These values are upper

bounds for μZr and μO. For Zr-rich conditions: μZr =mZr
o , and

for O-rich conditions: μO =mO
o . μZr and μO also obey the

equilibrium equation: μZr + 2μO=ΔH ZrOform 2[ ], where
ΔH ZrOform 2[ ] is the formation enthalpy of the monoclinic
zirconia phase. The magnitude of ΔH ZrOform 2[ ] was found
equal to −13.96 eV per formula unit, using the present LDA
functional. In the vacancy–hydrogen defect complex the value
of μH is further related to the formation enthalpy of water,
ΔHform[H2O], according to: 2μH+μO<ΔHform[H2O].

The positron lifetimes and corresponding binding ener-
gies to the vacancy defects in the present study were deter-
mined by means of two-component density-functional theory
(TCDFT) [13–15] as implemented in the ABINIT code [40].
Within TCDFT the total energy of the composite system of
electrons (of density -n r( )) and the positron (of density +n r( ))
under the influence of an external potential Vext is given by
[15]:

ò
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where F[n] stands for the DFT single-component functional
of either density and -Ec

e p[n−,n+] for the electron–positron
correlation energy. -Ec

e p[n−,n+] was determined within the
parametrization of Puska, Seitsonen and Nieminen (PSN)
which uses a full LDA electron–positron functional [41]. The
adopted implementation is based on the PAW formalism for
the electron and positron states where both the n−(r) and
n+(r) densities, respectively, are simultaneously converged to
self-consistency [42]. For selected cases, the positron-induced
forces on the ions were also taken into account as a posteriori
corrections. Using these forces an additional energy mini-
mization was conducted and both electron and positron den-
sities were converged for each ionic step. The PAW data sets
for the wavefunctions in the solid were generated by the

2

Phys. Scr. 95 (2020) 035801 A G Marinopoulos and P M Gordo



ATOMPAW code [43]. The positronic and electronic wave-
functions were expressed using the same basis [40, 42].

The final converged positron and electron densities,
n+(r) and n−(r), respectively, were used to calculate the
probability of annihilation and the positron lifetime, τ. The
latter is obtained as follows [15]:

òt
p= + - + -cr n n g n nr r r

1
d , , 3o

2 ( ) ( ) ( ) ( )

where c is the speed of light and ro the classical radius of an
electron. The g(n+,n−) term is the enhancement factor which
accounts for the screening in the solid and the increase in the
electron density at the positron site [15]. In the present study
the parametrization proposed by PSN was chosen [41],
whereby functional forms for g(n+,n−) were constructed
which interpolate within a two-dimensional plane of electron
and positron densities [15].

Additional calculations were further performed adopting
a gradient-correction (GC) scheme [44, 45] which incorpo-
rates the effects of the nonuniform electron density in both the
enhancement factor and the electron–positron correlation
energy [40]. In this case the atomic positions were optimized
by means of the GGA-PBE functional.

Two different commercial samples of pure monoclinic
zirconia in nanosized-powder form were investigated in the
present work. One of the samples was manufactured by Alfa
Aesar Company and the other by Innovnano Company. Both
of them had a pure ZrO2 monoclinic phase, as verified by
x-ray diffraction. The two samples were manufactured by
different synthesis methods. In the case of the sample from
Alfa Aesar the powder was obtained from the hydrolysis of Zr
(to be referred to as HDZ from now on), while the powder
from Innovnano was produced via emission detonation
synthesis (EDS technology). To prepare the samples the
powders were pressed at room temperature into tablets of
15 mm diameter and 5 mm thickness. A pressure of about 100
MPa was applied. The mean grain size of our samples was
determined from the broadening of the x-ray diffraction lines
by using the Scherrer formula. Values of 17(1)nm and
57(5)nm were obtained for the EDS and HDZ samples,
respectively.

The PAS-data acquisition was achieved via a positron
source of about 0.4 MBq that was made of 22NaCl water
solution (Perkin Elmer) dried and sealed between 10 μm
Kapton γ foils (DuPont). A fast-fast coincidence circuit of the
PAS setup (featuring BaF2 scintillators and Hamamatsu
R3378 photomultipliers), with a time resolution of approxi-
mately 200ps (full width at half maximum, FWHM, for

22Na), was used to record the positron lifetime spectra. The
positron 22Na source was sandwiched between two identical
samples. Several spectra were collected at room temperature.
The lifetime spectra had at least 4×106 of integral counts.
Each spectrum was decomposed into individual discrete
components by means of the LT software (version 9) [46].
The fraction of positrons that annihilates in the source and
covering foils, the so-called source contribution, was deter-
mined for a well annealed pure crystalline silicon sample
(with bulk lifetime of 218±1 ps). The source contribution
was recalculated for the zirconia samples used in this work
according to the method described in [47].

3. Results and discussion

3.1. Perfect-lattice calculations

The positron lifetime, τbulk, for the perfect-lattice (bulk)
monoclinic supercell was determined in the zero-density
positron limit, using both the PSN and the GC schemes, and
with the lattice parameters fixed to their experimental values.
The latter condition was enforced in order to ensure appro-
priate comparisons with the PAS data, since lifetimes depend
upon the average electron density [48]. Furthermore, owing to
the complete delocalisation of the positronic density in the
entire supercell only the Γ k point was employed [40]. The
corresponding lifetimes were found equal to 152and 179ps
by the PSN and GC methods, respectively. These values
compare well to the results of an earlier TCDFT study [7] for
the monoclinic phase of zirconia where the atomic-super-
position (ATSUP) method was adopted; the reported lifetimes
for the perfect lattice were 160and 170ps using an LDA and
a GC-based electron–positron correlation scheme [15],
respectively. The ATSUP methodology does not account for
charge-transfer effects when constructing the effective elec-
tron and positron potentials, and this probably explains the
differences with the present lifetime values.

3.2. Experimental PAS measurements

The lifetime spectra of the zirconia powders were decom-
posed into four exponential components, each characterized
by a positron lifetime, τi, with a certain intensity, Ii,
(åIi=1). The positron source contribution and para-posi-
tronium (p-Ps) component were subtracted from the spectra.
The resulting lifetimes, τi, and intensities, Ii, are summarized
in table 1 for both HDZ and EDS samples.

Table 1. Positron lifetimes, τi, and intensities, Ii(%), measured in monoclinic compacted nanopowder samples. Standard deviations are given
in parentheses in units of the last significant digit. It was assumed in all decompositions, the contribution of p-Ps with a fixed lifetime of
0.125ns and relative intensity of (I3+I4)/3.

Samples τ1 (ns) I1(%) τ2 (ns) I2(%) τ3 (ns) I3(%) τ4 (ns) I4(%)

HDZ powder 0.187(1) 74.6(5) 0.433(6) 23.8(5) 1.9(1) 0.3(2) 20(1) 0.9(1)
EDS powder 0.225(1) 70.6(9) 0.468(5) 25.0(1) 2.0(1) 0.5(2) 28(1) 2.9(1)
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The results in table 1 show that both samples comprise
two groups of positron lifetimes: the long lifetime group
(lifetimes above 1 ns) with the τ3 and τ4 components, and the
short lifetime group (lifetimes below 1 ns) with the τ1 and τ2
components. The intensities of the longer lifetime compo-
nents (I3 less than 1% and I4 less than 3%) are much smaller
than the other two components. The longer lifetime compo-
nents, of τ3 about 2ns for either sample and of τ4 equal to
20and 28ns for the HDZ and EDS samples, respectively, are
associated with the annihilation of positrons in ortho-posi-
tronium (o-Ps) states. The formation of positronium requires
the existence of free volumes in the structure of the samples.
According to the semiempirical correlation between the ortho-
positronium lifetime and the radius of the open volume
expressed in [49] we can predict, based on the τ4 component,
the presence of pore space in these samples with an average
radius of approximately 1.5 nm. In fact, residual porosity with
dimension of a few nanometers is often observed in com-
pacted nanopowder materials [8, 50] and the existence of
positronium is intimately related to the cavities between
crystallites. From the components of lifetime τ3 equal to
1.9and 2.0ns (for the HDZ and EDS samples, respectively),
and according to the Tao–Eldrup model [51] we can identify a
second group of voids with radius of approximately 0.6 nm.
However, due to the small values of the intensity I3 (see
table 1) there is also the possibility that this component is an
artifact of the broad size distribution of cavities.

Also, from table 1 it can be seen that most of the posi-
trons implanted in the zirconia samples annihilate from two
different states associated with lifetime components τ1 and τ2,
which are related to different positron annihilation centers.
Furthermore, the lifetimes of these components are distinctly
different for the two samples. In either case, the corresp-
onding τ1 and τ2 values are also significantly longer to the
theoretically determined lifetime, τbulk, for a delocalized
positron at the perfect lattice (equal to 152 ps or 179 ps by the
PSN and CG methods, respectively). Hence, the observed τ1
and τ2 lifetimes are consistent with trapping and annihilation
of positrons at open-volume defects in a saturation trapping
regime. More specifically, the τ1 lifetime component of
187ps (HDZ sample) and 225ps (EDS sample) is probably
associated with Zr-monovacancy defects, the exact nature of
which remains to be identified. These τ1 values are compar-
able to calculated lifetimes of cation-monovacancy defects in
several other oxides [17, 52], including the stabilized cubic
phase of zirconia [8, 19]. Furthermore, the present τ1 lifetimes
are close to previous PAS measurements in various zirconia
phases: in single-crystal samples of yttria-stabilized zirconia a
single lifetime component of 175ps was resolved [8]. It was
argued that it originated from Zr vacancies. In the same study
lifetime values of about 185ps were reported for pressure-
compacted zirconia nanopowders. Similarly, for stabilized-
zirconia sintered ceramic samples. They were attributed to
vacancy-type defects located at the space-charge layers along
the grain boundaries in these nanocrystalline specimens. For
those specimens with large grain sizes the measured lifetimes
contained appreciable contributions from positrons trapped at
vacancies inside the grains [8]. The concentration of vacancy-

type defects in all these zirconia samples was relatively
very high. In fact, a positron diffusion length of ≈9nm was
observed in single crystals of yttria-stabilized zirconia [8]. A
similar positron diffusion length was observed for a single
crystal of cubic zirconia [53]. These very small values for the
positron diffusion length give evidence that positrons anni-
hilate from a trapped state at defects and consequently the
defect concentration must be high. For the sintered ceramics
samples the observed lifetime component of 185ps was
attributed to annihilation at vacancy-type defects situated in
the grain boundaries and also inside the grains. The lifetime
components associated with the annihilation at vacancies
inside the grains and in the grain boundaries should be dif-
ferent but closely spaced. This makes it practically impossible
to distinguish them. The component coming from annihilation
related to grain boundaries is expected to have a higher
value [8].

Also, in another study on single-crystal and stabilized-
zirconia sintered ceramic samples [54], a single lifetime
component of approximately 184ps was reported for the
crystal samples. It was attributed to annihilation of positrons
inside the grains and related to structural defects. A similar
lifetime component was observed in ceramic samples and was
attributed to defects inside the grains and to defects related to
grain boundaries.

The lifetime component τ1 (225 ps) (see table 1) for the
EDS powder sample (of 17 nm grain size) is higher, to that of
the HDZ powder sample (of 57 nm grain size), which is
187ps. The intensity I1 of this lifetime component for both
samples is relatively similar (74.6% for the HDZ sample and
70.6% for the EDS sample). This result suggests that, owing
to the small grain size of the EDS sample comparatively to the
HDZ sample, the contribution of annihilation at vacancy
defects at the grain boundaries is probably more significant in
the case of EDS sample. The HDZ sample is characterized by
a larger grain size, thus more annihilation at vacancy defects
inside the grains must occur, leading to a smaller positron
lifetime.

The second component with lifetime τ2 (equal to 433 and
468 ps) is consistent with the trapping and annihilation of
positrons in open-volume defects consisting of clusters of few
monovacancies. In fact, it is well known that in nanocrys-
talline materials, due to the small grain size, the grain
boundaries represent an important volume fraction of the
material and possess a disordered structure with a high con-
centration of open-volume defects [8, 55, 56]. Due to the
small grain size of the nanocrystallites in these samples, the
implanted positrons can, after thermalization, reach by ther-
mal diffusion the grain boundaries and be trapped at this kind
of defects at the grain intersections [8, 55, 56].

3.3. Zirconium monovacancy: formation energies and positron
lifetimes

The Zr ions in monoclinic zirconia have a seven-fold oxygen
coordination [28]. In contrast, the O ions have a mixed three-
and four-fold cation coordination. The Zr–O distances were
found to range from 2.05 to 2.29 Åusing the present LDA

4

Phys. Scr. 95 (2020) 035801 A G Marinopoulos and P M Gordo



DFT functional and assuming the experimental lattice para-
meters for the monoclinic lattice. Within the nearest-neighbor
shell of a Zr ion the two nearest O ions have a three-fold
cation coordination.

The Zr monovacancy was created by removing a single
Zr atom from the supercell. Energy optimization at constant
volume led to the minimum-energy ground-state configura-
tions of the vacancy for each charge state. The resulting
formation energy as a function of the Fermi level in the
theoretical (LDA) gap was determined according to
equation (1) and is plotted in figure 1 for both Zr-rich and Zr-
poor conditions. Similarly to a previous first-principles study
[6] the –4 state is the thermodynamically stable charge state in
most of the band gap. The ò(−3/−4) charge-transition level
lies very close to the valence band; at 0.15 eV above EV. The
neutral charge state is only stable within a very narrow region
near EV, with the ò(0/−3) level lying at 0.08 eV above EV.
The -VZr

4 configuration is shown in detail in figure 2(a). The
local environment of the vacancy is characterized by strong
outward displacements of the oxygen nearest neighbors, in
the range from 0.11 to 0.29 Å, away from the vacancy center.
The two closest oxygen neighbors possess a three-fold cation
coordination and are denoted by the symbols X and Y in
figure 2(a). The distances of OX and OY to the vacancy center
are equal to 2.16 and 2.25 Å, respectively.

Calculations based on TCDFT and the PSN scheme were
then subsequently carried out for the Zr monovacancy in its
most stable state, -VZr

4. The results are summarized in table 2.
The plot of the real-space positron density (see figure 3(a))
shows that the negatively-charged bare Zr monovacancy is a
strong trapping site for a positron. The latter is localized at the
vacancy site with almost 60% of its density found within the
nearest-neighbor shell. The corresponding positron-vacancy
binding energy, +Ebind, was also calculated. Formally, +Ebind is
obtained as the energy difference of the total (system and
positron) interaction energies with the positron present in the

perfect-lattice and defect supercells, respectively. +Ebind was
found equal to −1.64 eV, something that means that the
positron is bound to the vacancy.

A positron lifetime of 226ps was obtained for the -VZr
4

defect, a value which is much longer than tbulk, but matches
very well the PAS lifetime measurements of the EDS powder
(see table 1). All these findings clearly point out that one of
the defects which causes positron trapping in monoclinic
zirconia is the fully ionized Zr monovacancy. The calculated
lifetime is similar in magnitude to lifetimes of Zr mono-
vacancies in the stabilized cubic phase of zirconia determined
with the same PSN method [19]. Furthermore, it is longer
compared to the reported lifetime of the Zr monovacancy in
monoclinic zirconia obtained by means of TCDFT and of a
similar LDA electron–positron correlation scheme [7]. More
specifically, the corresponding lifetime was equal to 202ps.
This difference with the earlier calculations could originate
from the fact that the previous study assumed a rigid-lattice
approximation where structural relaxation effects were
ignored [7]. Furthermore, the charged state of the vacancy
was assumed to be neutral [7]. Both of these approximations
lead to smaller free volume around the vacancy defect and
this may explain the comparatively shorter lifetime reported
in that work [7].

The lifetime for the Zr monovacancy was also deter-
mined using gradient corrections. It was found equal to
304ps, a value which exceeds considerably the PSN result. A
shorter lifetime of 251ps was obtained by the GC scheme by
taking the random-phase approximation (RPA) limit [15, 44]
in the enhancement factor, g(n+, n−). Both of these GC-based
lifetime values are consistently larger to the experimental τ1
lifetimes obtained for the HDZ and EDS powders (see
table 1).

3.4. Vacancy–hydrogen defect complexes: formation energies
and positron lifetimes

Previous first-principles calculations demonstrated that iso-
lated interstitial hydrogen is an amphoteric defect in mono-
clinic zirconia with its pinning level, ò(+/−), lying deep
inside the band gap [58]. It was also shown that hydrogen
binds more favorably to the three-fold coordinated oxygen
ions, forming with them hydroxide-ion (O–H) configurations
[59]. Corresponding O–H configurations with hydrogen
binding to four-fold coordinated oxygen ions were also found
to be possible, however, they were of higher energy [59].

In the present study defect association of the Zr mono-
vacancy with interstitial hydrogen was explored by con-
sidering various trials sites for the hydrogen near the vacancy.
In principle, all seven neighboring oxygen ions can be
potential bonding partners. Indeed, hydrogen was found to
bind to each one of these seven oxygen neighbors. The final
configurations, however, were not isoenergetic. The energy
minimization showed that hydrogen binds more favorably to
the three-fold coordinated oxygen ion which resides closer to
the Zr-vacancy site (the ion marked with the symbol X in
figure 2). The formation energy of the vacancy–hydrogen
defect complex was determined by taking into account of all

Figure 1. Formation energy of the Zr monovacancy (blue color) and
of the vacancy–hydrogen complex (red color) as a function of the
Fermi level in the theoretical gap, for Zr-rich and Zr-poor conditions.
The vertical lines are the thermodynamic charge-transition levels
(see text). The results were obtained using the LDA functional. The
energy reference for the Fermi-level positions is the valence-band
maximum, EV.

5

Phys. Scr. 95 (2020) 035801 A G Marinopoulos and P M Gordo



possible charge states of the vacancy and the hydrogen
defects, thus fully allowing mutual charge compensation. The
final results are displayed in figure 1. It can be seen that the
thermodynamically stable charge state of the (V - HZr )
defect complex is the q=−3 for all Fermi-level positions in
the gap. Figure 2(b) depicts the detailed atomistic structure of
the lowest-energy - -V HZr

3( ) configuration. The corresp-
onding O–H bond length was found equal to 0.99 Åwith the
hydrogen residing at a distance of 1.36 Åaway from the
vacancy center.

Additional calculations were also performed to quantify
the binding of the hydrogen to the vacancy, namely the sta-
bility of the defect complex against dissociation into its
constituent defects, the bare monovacancy -VZr

4 and the
positively-charged interstitial hydrogen, H+. The binding
energy, Eb, is obtained as the balance of the respective for-
mation energies, according to:

= D - - D - D- - +E E V E V EH H .
4

b form Zr
3

form Zr
4

form[( ) ] [ ] [ ]
( )

Thus, a negative sign for Eb means that the defect
complex is stable against dissociation. The calculated binding
energy for the lowest-energy - -V HZr

3( ) configuration was
found equal to −1.24 eV; therefore the defect complex is
stable with respect to an isolated interstitial H+ and a bare Zr
vacancy, -VZr

4.
The positron lifetime for the - -V HZr

3( ) defect was
found equal to 207ps using the PSN scheme. Thus, hydrogen
has a noticeable effect by decreasing by almost 8% the

lifetime of the Zr monovacancy. Consideration of the posi-
tron-induced forces has a small effect by increasing slightly
the lifetime by 6ps (see table 2). The GC-based lifetimes
were found to be much longer with respect to the PSN results.

The corresponding positron binding energy was again
found to be negative, and equal to −1.10 eV, suggesting that the
Zr vacancy (despite being bound to a hydrogen atom) can still
act as a positron trapping center. Visualization of the positron
density near the defect verifies this. The resulting positron
density for the - -V HZr

3( ) vacancy complex is shown in
figure 3(b). The positron remains localized near the vacancy,
although with its center of gravity displaced away from the
vacancy center owing to the mutual repulsion with the neigh-
boring hydrogen.

Adding a second hydrogen atom in the vicinity of the Zr
vacancy was further considered. Examination of all possible
sites for the second hydrogen showed that it eventually binds
more favorably to the oxygen ion denoted by Y in figure 2(c).
This is the second nearest oxygen neighbor to the vacancy and
similarly to OX it also possesses a three-fold cation coordination.
The incorporation of the second hydrogen atom to the existing

- -V HZr
3( ) complex, however, entails strong structural

relaxations whereby the first hydrogen atom displaces as much
as 0.89 Åfrom its initial equilibrium position (see figure 2). In
the final relaxed configuration the two hydrogen atoms reside at
1.43 and 1.35 Åaway from the vacancy center. The hydrogen–
hydrogen distance in this configuration is equal to 2.25 Å. The
binding energy for the second hydrogen atom was again found
to be negative and equal to −0.99 eV. Thus, there is still a
driving force for hydrogen atoms to be attached to existing
vacancy–hydrogen complexes and form new stable defect
complexes, - -V 2HZr

2( ) , with a double hydrogen occupancy.
These complexes are also negatively charged and thus

capable of trapping positrons. The positron binding energy to
the - -V 2HZr

2( ) defect is negative, albeit much smaller now
(equal to −0.53 eV) (see table 2), again suggesting that these
defects can still be trapping centers for positrons, although not
as deep. The resulting real-space positron density plotted in
figure 3(c) clearly confirms this. It can be seen that the
positron is localized at the Zr-vacancy site, although it has
lost much of its intensity. The corresponding density is

Figure 2. Atomistic structures of different vacancy defects: (a) Zr monovacancy, -VZr
4. (b) - -V HZr

3( ) defect complex. (c) - -V 2HZr
2( )

defect complex. The chemical elements are represented as: larger blue spheres for oxygen, smaller red spheres for zirconium and the small
green spheres for hydrogen. The small white dashed circle denotes the Zr-vacancy site and is connected to its oxygen nearest neighbors by
thin dashed lines. The view is along the lattice vestor a.

Table 2. Positron binding energies +Ebind (in eV) and lifetimes τ (in
ps) of bare and hydrogenated Zr monovacancies. The τPSN values in
parentheses are lifetime results taking into account the positron-
induced forces as well. The second set of τGC values were obtained
using the RPA limit in the enhancement factor. The energies +Ebind
were determined using the PSN scheme.

Defect +Ebind τPSN τGC

-VZr
4 −1.64 226(226) 304/251
- -V HZr

3( ) −1.10 207(213) 277/235
- -V 2HZr

2( ) −0.53 186(196) 253/220
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affected by the two hydrogen atoms nearby and adopts an
asymmetrical shape of an ellipsoid with its longer axis
pointing away from either hydrogen.

The calculated positron lifetime for the lowest-energy
- -V 2HZr

2( ) configuration was found equal to 186ps.
Again, the effect of positronic forces was moderate; they led
to a small increase of the lifetime by 10ps. These lifetime
values are close to the measured lifetime component, τ1, from
the HDZ powder (see table 1). This finding indicates the
presence of hydrogen in these samples; the Zr vacancy
decorated by hydrogen is very likely the defect which causes
positron trapping in this case.

4. Conclusions

Positron trapping at Zr monovacancies in monoclinic zirconia
was studied by means of two-component density-functional
theory and experimental measurements of positron-annihila-
tion spectra. The obtained positron lifetime for the fully
ionized Zr monovacancy using an LDA-based electron–
positron correlation approach was found equal to 226ps,
almost 50% longer to the perfect-lattice value. Additional
calculations were also performed to appraise the role of
hydrogen which is by far the most ubiquitous impurity in
oxides. It was shown that hydrogen atoms bind favourably to
three-fold coordinated oxygen ions inside the nearest-neigh-
bor shell of the Zr monovacancy. Decoration of the Zr
vacancy by one and two hydrogen atoms affected the ability
of the vacancy to trap positrons by decreasing the defect-
positron binding energies and leading to shorter positron
lifetimes by as much as 40ps. The theoretical lifetime results
were verified by PAS measurements for two different sets of
powder samples which revealed positron annihilation from
distinct defect states with lifetime components of 187and
225ps.
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